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Korzybski had accepted that ‘…all we know is a joint phenomenon of the observer and the observed…’ One could no longer study how people know what they presume they know (epistemology) without scientific understanding (at a given date) of the ‘physical’, ‘neuro-biological’, ‘psycho-social’, ‘linguistic’, etc., factors affecting human observers.



— Bruce Kodish, Korzybski: A Biography
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The Phatic And The Anti-Inductive

January 11, 2015


I

Ozy recently taught me the word “phatic”. It means talking for the sake of talking.


The classic example is small talk. “Hey.” “Hey.” “How are you?” “Fine, and you?” “Fine.” No information has been exchanged. Even if the person involved wasn’t fine, they’d still say fine. Indeed, at least in this country giving an information-bearing response to “how are you?” is a mild social faux pas.


Some people call this “social grooming behavior” and it makes sense. It’s just a way of saying “Hello, I acknowledge you and still consider you an acquaintance. There’s nothing wrong between us. Carry on.” That you are willing to spend ten seconds holding a useless conversation with them signals this just fine.


We can go a little more complex. Imagine I’m calling a friend from college after five years out of contact; I’ve heard he’s got a company now and I want to ask him for a job. It starts off “Hey, how are you?”, segues into “And how are the wife and kids?”, then maybe into “What are you doing with yourself these days?” and finally “Hey, I have a big favor to ask you.” If you pick up the phone and say “Hello, it’s Scott from college, can you help me get a job?” this is rude. It probably sounds like you’re using him.


And I mean, you are. If I cared about him deeply as a person I probably would have called him at some point in the last five years, before I needed something. But by mutual consent we both sweep that under the rug by having a few minutes of meaningless personal conversation beforehand. The information exchanged doesn’t matter – “how’s your business going?” is just as good as “how’s your wife and kids?” is just as good as “how are your parents doing?”. The point is to clock a certain number of minutes about something vaguely personal, so that the request seems less abrupt.


We can go even more complex. By the broadest definition, phatic communication is equivalent to signaling.


Consider a very formulaic conservative radio show. Every week, the host talks about some scandal that liberals have been involved in. Then she explains why it means the country is going to hell. I don’t think the listeners really care that a school in Vermont has banned Christmas decorations or whatever. The point is to convey this vague undercurrent of “Hey, there are other people out there who think like you, we all agree with you, you’re a good person, you can just sit here and listen and feel reassured that you’re right.” Anything vaguely conservative in content will be equally effective, regardless of whether the listener cares about the particular issue.


II

Douglas Adams once said there was a theory that if anyone ever understood the Universe, it would disappear and be replaced by something even more incomprehensible. He added that there was another theory that this had already happened.


These sorts of things – things such that if you understand them, they get more complicated until you don’t – are called “anti-inductive”.


The classic anti-inductive institution is the stock market. Suppose you found a pattern in the stock market. For example, it always went down on Tuesdays, then up on Wednesdays. Then you could buy lots of stock Tuesday evening, when it was low, and sell it Wednesday, when it was high, and be assured of making free money.


But lots of people want free money, so lots of people will try this plan. There will be so much demand for stock on Tuesday evening that there won’t be enough stocks to fill it all. Desperate buyers will bid up the prices. Meanwhile, on Wednesday, everyone will sell their stocks at once, causing a huge glut and making prices go down. This will continue until the trend of low prices Tuesday, high prices Wednesday disappears.


So in general, it should be impossible to exploit your pattern-finding ability to profit of the stock market unless you are the smartest and most resourceful person in the world. That is, maybe stocks go up every time the Fed cuts interest rates, but Goldman Sachs knows that too, so they probably have computers programmed to buy so much stock milliseconds after the interest rate announcement is made that the prices will stabilize on that alone. That means that unless you can predict better than, or respond faster than, Goldman Sachs, you can’t exploit your knowledge of this pattern and shouldn’t even try.


Here’s something I haven’t heard described as anti-inductive before: job-seeking.


When I was applying for medical residencies, I asked some people in the field to help me out with my interviewing skills.


“Why did you want to become a doctor?” they asked.


“I want to help people,” I said.


“Oh God,” they answered. “No, anything but that. Nothing says ‘person exactly like every other bright-eyed naive new doctor’ than wanting to help people. You’re trying to distinguish yourself from the pack!”


“Then… uh… I want to hurt people?”


“Okay, tell you what. You have any experience treating people in disaster-prone Third World countries?”


“I worked at a hospital in Haiti after the earthquake there.”


“Perfect. That’s inspirational as hell. Talk about how you want to become a doctor because the people of Haiti taught you so much.”


Wanting to help people is a great reason to become a doctor. When Hippocrates was taking his first students, he was probably really impressed by the one guy who said he wanted to help people. But since that time it’s become cliche, overused. Now it signals people who can’t come up with an original answer. So you need something better.


During my interviews, I talked about my time working in Haiti. I got to talk to some of the other applicants, and they talked about their time working in Ethiopia, or Bangladesh, or Nicaragua, or wherever. Apparently the “stand out by working in a disaster-prone Third World country” plan was sufficiently successful that everyone started using, and now the people who do it don’t stand out at all. My interviewer was probably thinking “Oh God, what Third World country is this guy going to start blabbering about how much he learned from?” and moving my application to the REJECT pile as soon as I opened my mouth.


I am getting the same vibe from the critiques of OKCupid profiles in the last open thread. OKCupid seems very susceptible to everybody posting identical quirky pictures of themselves rock-climbing, then talking about how fun-loving and down-to-earth they are. On the other hand, every deviation from that medium has also been explored.


“I’m going for ‘quirky yet kind'”.


“Done.”


“Sarcastic, yet nerdy?”


“Done.”


“Outdoorsy, yet intellectual.”


“Done.”


“Introverted, yet a zombie.”


“I thought we went over this. Zombies. Are. Super. Done.”


III

I’ve been thinking about this lately in the context of psychotherapy.


I’m not talking about the very specific therapies, the ones where they teach special cognitive skills, or expose you to spiders to cure your arachnophobia. They don’t let me do those yet. I’m talking about what’s called “supportive therapy”, where you’re just talking to people and trying to make them feel generally better.


When I was first starting out, I tried to do therapy anti-inductively. I figured that I had to come up with something unexpected, something that the patient hadn’t thought of. Some kind of brilliant interpretation that put all of their problems in a new light. This went poorly. It tended to be a lot of “Well, have you tried [obvious thing?]”, them saying they had, and me escalating to “Well, have you tried [long shot that probably wouldn’t work]?”


(I wonder if this was Freud’s strategy: “Okay, he says he’s depressed, I can’t just tell him to cheer up, probably everybody says that. Can’t just tell him to accept his sadness, that one’s obvious too. Got to come up with something really original… uh… ”HAVE YOU CONSIDERED THAT YOU WANT TO KILL YOUR FATHER AND MARRY YOUR MOTHER??!”)


Now I tend more to phatic therapy. This happened kind of by accident. Some manic people have a symptom called “pressured speech” which means they never shut up and they never let you get a word in edgewise. Eventually, more out of surrender than out of a strategic plan, I gave up and stopped trying. I just let them talk, nodded my head, said “Yeah, that sounds bad” when they said something bad-sounding, said “Oh, that’s good” when they said something good-sounding.


After a while I realized this went at least as well as any other therapy I was doing, plus the patients really liked me and thought I was great and gave me lots of compliments.


So after that, “active listening” became sort of my default position for supportive therapy. Get people talking. Let them talk. Nod my head as if I am deeply concerned about their problems. Accept their effusive praise about how well I seem to be understanding them.


This is clearly phatic. I would say the ritual is “High status person is willing to listen to my problems. That means society considers my problems important and considers me important. It means my problems are okay to have and I’m not in trouble for having them.” As long as I seem vaguely approving, the ritual reaches its predetermined conclusion.


IV

I was thinking about this recently several friends have told me how much she hated “therapist speak”. You know, things like “I feel your pain” or “And how does that make you feel?”


I interpret this as an anti-inductive perspective on therapy. The first therapist to say “I feel your pain” may have impressed her patients – a person who herself can actually feel all my hurt and anger! Amazing! But this became such a standard in the profession that it became the Default Therapist Response. Now it’s a signal of “I care so little about your pain that I can’t even bother to say anything other than the default response.” When a therapist says “I feel your pain,” it’s easy to imagine that in her head she’s actually planning what she’s going to make for dinner or something.


So just as some people find it useful to divide the world into “ask culture” and “guess culture”, I am finding it useful to divide the world into “phatic culture” and “anti-inductive culture”.


There are people for whom “I feel your pain” is exactly the right response. It shows that you are sticking to your therapist script, it urges them to stick to their patient script, and at the end of the session they feel like the ritual has been completed and they feel better.


There are other people for whom “I feel your pain” is the most enraging thing you could possibly say. It shows that you’re not taking them seriously or engaging with them, just saying exactly the same thing you do to all your other patients.


There are people for whom coming up with some sort of unique perspective or clever solution for their problems is exactly the right response. Even if it doesn’t work, it at least proves that you are thinking hard about what they are saying.


There are other people for whom coming up with some sort of unique perspective or clever solution is the most enraging thing you could possibly do. At the risk of perpetuating gender stereotypes, one of the most frequently repeated pieces of relationship advice I hear is “When a woman is telling you her problems, just listen and sympathize, don’t try to propose solutions”. It sounds like the hypothetical woman in this advice is looking for a phatic answer.


I think myself and most of my friends fall far to the anti-inductive side, with little tolerance for the phatic side. And I think we probably typical-mind other people as doing the same.


This seems related to the classic geek discomfort with small-talk, with pep rallies, and with normal object-level politics. I think it might also be part of the problem I had with social skills when I was younger – I remember talking to people, panicking because I couldn’t think of any way to make the conversation unusually entertaining or enlightening, and feeling like I had been a failure for responding to the boring-weather-related question with a boring-weather-related answer. Very speculatively, I think it might have something to do with creepy romantic overtures – imagine the same mental pattern that made me jokingly consider giving “I want to hurt people” as my motivation for becoming a doctor, applied to a domain that I really don’t understand on a fundamental enough level to know whether or not saying that is a good idea.


I’ve been trying to learn the skill of appreciating the phatic. I used to be very bad at sending out thank-you cards, because I figured if I sent a thank-you card that just said “Thank you for the gift, I really appreciate it” then they would think that the lack of personalization meant I wasn’t really thankful. But personalizing a bunch of messages to people I often don’t really know that well is hard and I ended up all miserable. Now I just send out the thank you card with the impersonal message, and most people are like “Oh, it was so nice of you to send me a card, I can tell you really appreciated it.” This seems like an improvement.


As for psychotherapy, I think I’m going to default to phatic in most cases when I don’t have some incredibly enlightening insight, then let my patients tell me if that’s the wrong thing to do.

 



















CBT In The Water Supply

July 16, 2015


 Epistemic status: Very speculative, <50% confidence, thinking out loud. Don’t let this turn you off therapy.




Here’s a vignette from cognitive-behavioral therapy book When Panic Attacks, heavily edited for length:



A chronically anxious medical school professor named Nate suffered from low-self-esteem and feelings of inadequacy. One day, Nate brought me a copy of his CV. I was blown away. He’d listed over sixty pages of research publications, prestigious awards, and keynote addresses he’d given at major conferences around the world. I asked Nate how he reconciled his low self-esteem with all of his accomplishments. He said that every time he looked at his CV, he felt discouraged and told himself that his colleagues’ research studies were far more rigorous and important than his own. He said his paper seemed “soft” and consisted primarily of theoretical work, rather than hard-core laboratory research with real tissue. He said “Dr. Burns, no matter how much I accomplish, it never seems good enough.”


Perfectionism was clearly one of Nate’s self-defeating beliefs. I suggested that Nate use the Pleasure/Perfection Balance Worksheet to test this belief. I told him to write “If I can’t do something perfectly, it’s not worth doing at all” on the top of the sheet, and asked him to list several activities in the left-hand column. I told him to predict how satisfying and rewarding each activity would be, to record how satisfying and rewarding it was afterwards, and to rate how perfectly he did each activity. That way he could find out of it was true that he only enjoyed the things he did perfectly.


The next week, Nate had some interesting results to share with me. One of his activities was giving the welcoming lecture ot the incoming class of medical students. Nate gave this lecture every year because he was considered to be the most charismatic speaker at the medical school. Nate predicted this lecture would be 70% satisfying, but his actual satisfaction as only 20%. This was surprising, since he’d received a thirty-second standing obation, and he’d rated his perfection level for the talk at 90%.


I asked Nate why his satisfaction rating was so low. He explained that he always got standing ovations, so he routinely timed them. The previous year, the medical students had stood and cheered for more than a minute at the end of his talk. This year, the only stood and cheered for half a minute. Nate felt disappointed and started worrying that he was over the hill.


The second entry on Nate’s Pleasure/Perfection Balance Worksheet was that [he fixed a broken pipe in his bathroom]. He had to make several trips to the hardware story to buy tools and parts and to get tips on how to do it, so he didn’t get the pipe fixed until 10 PM. How explained that any plumber could have fixed the pipe in five minutes, so he rated his perfection as 5%. But his satisfaction level for this activity was 100%. In fact, he felt exhilarated. Nate said it was the most satisfying thing he’d done in years.


The result of Nate’s experiment was not consistent with his belief that things weren’t worth doing unless he did them perfectly. It dawned on him that there were many sources of satisfaction in his life that he’d overlooked, such as taking a walk through the woods with his wife, even though neither of them were world-class hikers, playing squash with his son, even though neither of them were champions, or just going out with his family for ice cream cones on a warm summer evening.


This experiment had a significant impact on Nate’s feelings of self-esteem and on his career. He told me that his feelings of anxiety and inferiority decreased, and his productivity actually increased because he was no longer so worried about having to do everything so perfectly.



At first I assumed this story was made up, but the book claims these are based on real patients, and even mentions how the writer showed videos of some of these therapy sessions to his classes. Interesting. How about another?



Several years ago, I did a three-day intensive workshop for a small group of psychotherapists in Florida. A marriage and family therapist named Walter explained that he’d been struggling with anxiety and depression for several months because Paul, the man he’d lived with for eight years, had found a new lover and left him. He put his hand on his chest and said: “It feels real heavy, right here. There’s just a sense of loneliness and emptiness about the whole experience. It feels so universal and final. I feel like this pain is going to go on forever, until the end of time.”


I asked Walter how he was thinking and feeling about the breakup with Paul. What was he telling himself? He saidL “I feel incredibly guilty and ashamed, and it seems like it must have been my fault. Maybe I wasn’t skillful enough, attractive enough, or dynamic enough. Maybe I wasn’t there for him emotionally. I feel like I must have screwed up. Sometimes I feel like a total fraud. Here I am, a marriage and family therapist, and my own relationship didn’t even work out. I feel like a loser. A really, really big loser.”


Walter recorded these five negative thoughts on his daily mood log:


	I’ll never be in a loving relationship again

	I must be impossible to live with and impossible to be in a relationship with

	There must be something wrong with me

	I totally screwed up and flushed my life down the toilet

	I’ll end up as an old, fat, gray-haired, lonely gay man


He believed all of these thoughts very strongly.


You can see that most of Walter’s suffering results from the illogical way he’s thinking about the rejection. You could even say that Walter is treating himself far more harshly than Paul did. I thought the Double Standard Technique might help because Walter seemed to be a warm and compassionate individual. I asked wehat he’d say to a dear friend who’d been rejected by someone he’d been living with for eight years. I said “Would you tell him that there’s something wrong with him, that he screwed up his life and flushed it down the toilet for good?”


Walter looked shocked and said he’d never say something like that to a friend. I suggested we try a role-playing exercise so that he could tell me what he would say to a friend who was in the same predicament […]


Therapist (role-playing patient’s friend): Walter, there’s another angle I haven’t told you about. What you don’t understand is that I’m impossible to live with and be in a relationship with. That’s the real reason I feel so bad, and that’s why I’ll be alone for the rest of my life.


Patient (role-playing as if therapist is his friend who just had a bad breakup): Gosh, I’m surprised to hear you say that, because I’ve known you for a long time and never felt that way about you. In fact, you’ve always been warm and open, and a loyal friend. How in the world did you come to the conclusion that you were impossible to be in a relationship with?


Therapist (continuing role-play): Well, my relationship with [my boyfriend] fell apart. Doesn’t that prove I’m impossible to be in a relationship with?


Patient (continuing role-play): In all honesty, what your’e saying doesn’t make a lot of sense. In the first place, your boyfriend was also involved in the relationship. It takes two to tango. And in the second place, you were involved in a reasonably successful relationship with him for eight years. So how can you claim that you’re impossible to live with?


Therapist (continuing role-play:) Let me make sure I’ve got this right. You’re saying that I was in a reasonably successful relationship for eight years, so it doesn’t make much sense to say that I’m impossible to live with or impossible to be in a relationship with?


Patient (continuing-role-play:) You’ve got it. Crystal clear.


At that point, Walter’s face lit up, as if a lightbulb had suddenly turned on in his brain, and we both started laughing. His negative thoughts suddenly seemed absurd to him, and there was an immediate shift in his mood… after Walter put the lie to his negative thoughts, I asked him to rate how he was feeling again. His feeling of sadness fell all the way fromj 80% to 20%. His felings of guilt, shame, and anxiety fell all the way to 10%, and his feelings of hopelessness dropped to 5%. The feelings of loneliness, embarassment, frustration, and anger disappeared completely.



The book is quite long, and it’s full of stories like this. The author, who’s one of the top cognitive-behavioral psychiatrists in the world, describes his experience with the therapy as:



[When I first learned about this therapy, I thought] depression and anxiety seemed far too serious and severe for such a simplistic approach. But when I tried these methods with some of my more difficult patients, my perceptions changed. Patients who’d felt hopeless, worthless, and desperate began to recover. At first, it was hard to believe that the techniques were working, but I could not deny the fact that when my patients learned to put the lie to their negative thoughts, they began to improve. Sometimes they recovered right before my eyes during sessions. Patients who’d felt demoralized and hopeless for years suddenly turned the corner on their problems. I can still recall an elderly French woman who’d been bitterly depressed for more than fifty years, with three nearly-successful suicide attempts, who started shouting “Joie de vivre! Joie de vivre!” (“joy of living”) one day in my office. These experiences made such a strong impact on me that I decided my calling was in clinical work rather than brain research. After considerable soul-searching, I decided to give up my research career and become a full-time clinician. Over the years, I’ve had more than 35,000 psychotherapy sessions with depressed and anxious patients, and I’m every bit as enthusiastic about CBT as when I first began learning about it.



Okay. I am not one of the top cognitive-behavioral therapists in the world. I’ve been studying formal cognitive-behavioral therapy for about a week now, and been doing untrained ad hoc therapy on inpatients for a couple years. But I’ve also gotten to observe a lot of other people doing therapy, and talked to people who have had therapy, and treated patients who were simultaneously undergoing therapy, and the impression I got was very different.


Dr. Burns asks patients to question whether their anxiety and their negative thoughts are rational, and their faces light up and all of their psychiatric problems suddenly melt away.


The therapists I’ve seen ask patients to question whether their anxiety and their negative thoughts are rational, ever so tactfully, and the patients say “No shit, Sherlock, of course they aren’t, but just knowing that doesn’t help or make them go away, and I’ve been through this same spiel with like thirty people already. Now shut up and give me my Xanax.”


In my last post, someone asked what to do if they found cognitive-behavioral therapy hokey and patronizing. I said, only half joking, that “if you don’t like hokey patronizing things, CBT may not be for you.” I know it’s mean, and pessimistic, but everyone I’ve talked to has had pretty much the same experience. I used to attribute this to my friends being pretty smart, and maybe CBT was aimed as less intelligent people, but Nate The Genius Medical School Professor seems pretty smart. So does Walter The Therapist. Burns’ book includes a bunch of other vignettes about high-powered lawyers, graduate students, et cetera. They all find his suggestions of “Well, have you considered that your irrational negative thoughts might not be rational?” super life-changing.


[image: ]

You might have read the study this graph comes from: The Effects of Cognitive-Behavioral Therapy As An Anti-Depressive Treatment Is Falling: A Meta-Analysis. As you can see, the Hedges’ g declined from about 2.5 in 1980 to around 1 today. The latest embarrassing set of results now show CBT doing no better than its old nemesis psychoanalysis. Why?


There are a lot of possible explanations. The smart money is always on “it never worked very well, but we’re finally doing studies that aren’t hopelessly biased”, but the analysis doesn’t find a clear difference in study quality. Other suggestions are that therapists have gotten less committed over time, or that the patient populations has changed. All of these sound reasonable. But let me mention one more possibility.


Every so often, psychiatrists joke about how so many people are depressed we might as well put Prozac in the water supply. Sometimes we say the same thing about lithium, although in that case we’re not joking.


Nobody’s ever talked about putting cognitive-behavioral therapy in the water supply, but insofar as that’s meaningful at all I would say we’ve kind of done it. Cognitive-behavioral ideas, like perfectionism, excessive self-blame, conditional versus unconditional self-respect, deep breathing, goal-setting, et cetera have become basic parts of popular culture. The whole self-esteem movement isn’t exactly cognitive-behavioral, but it’s certainly allied, and it certainly represents a shift to a style of thinking about the self and about psychology in a way that’s much more fertile for cognitive-behavioral ideas. Inside Out was kind of “Cognitive Behavioral Therapy: The Movie”.


Although the particular book I’m reading is from 2006, Burns himself was one of Aaron Beck’s original students and one of the first cognitive-behavioral therapists ever. I wonder how many of these patients who seem absolutely shocked to realize that maybe their anxiety isn’t rational come from that very early period.


It’s very hard to track changes in people’s basic beliefs about psychology. I was flabbergasted to learn that until Dr. Benjamin Spock’s landmark 1940s book on child care, parents were told not to hug, kiss, or show affection to babies, because that would coddle them and make them weak, pampered adults. Before that, parents interacted with their kids much less, and it was assumed that siblings and nannies and friends would raise them, or they would raise themselves. It’s easy to read books about ancient Greece and not notice that they have a completely different view of the role of the self/individual than we do. So it wouldn’t surprise me if a lot of the psychology we consider “obvious” is CBT that has seeped out into the water supply over the past thirty years.


If that were true, it would explain why CBT is no longer as effective – it’s just telling people things they already know.


It could be fairly asked: then why isn’t everybody already better? Depression seems to be increasing, though there’s a lot of argument about exactly how much; that doesn’t sound like what would happen if everyone were automatically getting a background level of therapy.


Here’s a theory, though it’s on even shakier ground than the other one. The meta-analysis proposes that CBT may have lost some placebo effect over time because patients no longer think of it as The Exciting New Thing. I’m not sure I can go along with that – my own analysis of psychotropic medications suggests patients very much prefer the old ones for some reason. But a big part of psychotherapy is placebo effect, so they might be on to something.


What part of psychotherapy provides the placebo? Is it going to the clinic? Talking to the therapist? Hearing fancy words like “self-estimation”? Doing worksheets?


One thing a lot of therapies have in common is that they provide the feeling of insights. For example, psychoanalysts are very good at coming up with surprising-but-plausible ways that your current problems are linked to things that happened to you as a child; the usual result is a patient feeling enlightened, like “You’re right, the leg pain that’s been bothering me is in the same part of my leg that accidentally brushed up against my mother’s breast one time when I was seven, that’s pretty interesting.”


Suppose that in the old days, CBT was an insight a minute and you were constantly hearing surprising things you’d never thought about before. And nowadays, you’re kind of absorbing a lot of those things by osmosis without it seeming too insightful, and then the therapy itself is anticlimactic. Could that lessen the placebo effect enough to account for the data?


I don’t know. Maybe after I’ve been training in formal CBT for more than a week, I’ll have more data and can report back to you.


 EDIT: Sarah writes: “In a way, seeing CBT stuff in pop culture inoculates people, I think. People will get as far as noticing “this negative thought is an anxiety symptom”, but not as far as *actually reversing it*. When people hadn’t heard of CBT, they first got the “this negative thought is irrational” message in a context when they were actively working on their problems, so they followed through with the ‘hard’ step of actually reversing the thought. Now, people run into the revelation that the ‘inner critic’ is wrong just by browsing facebook, when they’re *not* actively trying to fight their anxiety problems, so the revelation loses its force.”


 EDIT 2: Paul Crowley points out a very similar theory in The Guardian

 



















What Universal Human Experiences Are You Missing Without Realizing It?

March 17, 2014


Remember Galton’s experiments on visual imagination? Some people just don’t have it. And they never figured it out. They assumed no one had it, and when people talked about being able to picture objects in their minds, they were speaking metaphorically.


And the people who did have good visual imaginations didn’t catch them. The people without imaginations mastered this “metaphorical way of talking” so well that they passed for normal. No one figured it out until Galton sat everyone down together and said “Hey, can we be really really clear about exactly how literal we’re being here?” and everyone realized they were describing different experiences.


I thought about this recently during a conversation with Ozy:



Ozy: I am currently eating chickpeas and rice and I am delighted by the fact that I can eat this whenever I want. The nice thing about DISCOVERING YOUR FOOD PREFERENCES is that suddenly all the food in my cupboards is food I like and am looking forward to eating. And usually I get food I like by, like, luck? So this is excitement.


Scott: I don’t understand, why didn’t you buy things like that before?


Ozy: It took me a while to have enough of a sense of the food I like for “make a list of the food I like” to be a viable grocery-list-making strategy.


Scott: I’ve got to admit I’m confused and intrigued by your “don’t know my own preferences” thing.


Ozy: Hrm. Well, it’s sort of like… you know how sometimes you pretend to like something because it’s high-status, and if you do it well enough you actually believe you like the thing? Unless I pay a lot of attention all my preferences end up being not “what I actually enjoy” but like “what is high status” or “what will keep people from getting angry at me”


Scott: How does that apply to food?


Ozy: Well, sometimes people will tell you a certain food is high-status or healthy or a thing that everyone enjoys, and then I would like it. And a lot of times I just ate whatever was in front of me or ordered whatever the cheapest vegetarian thing on the menu was. And I… sort of vaguely had a sense that some things were more pleasurable to eat than other things but I didn’t like keep track of what they were or anything. Because if I knew I might like the wrong things. And also because I didn’t intuitively grasp that the “liking” thing everyone was talking about was related to pleasure and not to like popularity/status.



So the fact that people talk about what foods they like about a zillion times a day isn’t enough to make everyone realize liking foods is a thing.


But it gets worse. A high school friend posted on Facebook a link to a really interesting answer on Quora. It makes you log on, so I’ll copy the relevant part below:



I have anosmia, which means I lack smell the way a blind person lacks sight. What’s surprising about this is that I didn’t even know it for the first half of my life.


Each night I would tell my mom, “Dinner smells great!” I teased my sister about her stinky feet. I held my nose when I ate Brussels sprouts. In gardens, I bent down and took a whiff of the roses. I yelled “gross” when someone farted. I never thought twice about any of it for fourteen years.


Then, in freshman English class, I had an assignment to write about the Garden of Eden using details from all five senses. Working on this one night, I sat in my room imagining a peach. I watched the juice ooze out as I squeezed at the soft fuzz. I felt the wet, sappy liquid drip from my fingers down onto my palm. As the mushy heart of the fruit compressed, I could hear it squishing, and when I took that first bite I could taste the little bit of tartness that followed the incredible sweet sensation flooding my mouth.


But I had to write about smell, too, and I was stopped dead by the question of what a peach smelled like. Good. That was all I could come up with. I tried to think of other things. Garbage smelled bad. Perfume smelled good. Popcorn good. Poop bad. But how so? What was the difference? What were the nuances? In just a few minutes’ reflection I realized that, despite years of believing the contrary, I never had and never would smell a peach.


All my behavior to that point indicated that I had smell. No one suspected I didn’t. For years I simply hadn’t known what it was that was supposed to be there. I just thought the way it was for me was how it was for everyone. It took the right stimulus before I finally discovered the gap.



So I guess you can just not be able to smell and not know it.


This makes me wonder what universal human experiences I and my friends are missing out on without realizing it.


I know one friend’s answer. He discovered he was color-blind sometime in his teens. This still surprises me. People are always taking Ishihara tests (those colorful dotted circles with numbers inside of them) and discovering they’re color blind. Going through life with everyone else saying “The light was red, but now it’s green” and thinking it was weird that they were making such a big deal about subtle variations in shades of brownish-gray, but it was probably one of those metaphors.


As for me? I took a surprisingly long time to realize I was asexual. When I was a virgin, I figured sex was one of those things that seemed gross before you did it, and then you realized how great it was. Afterwards, I figured it was something that didn’t get good until you were skilled at it and had been in a relationship long enough to truly appreciate the other person. In retrospect, pretty much every aspect of male sexual culture is a counterargument to that theory, but I guess it’s just really hard for my brain to generate “you are a mental mutant” as a hypothesis.


But even bigger than that, I think I might not have had emotions, at least not fully, for about five years as a teenager when I was on SSRIs. I even sort of noticed myself not having emotions, but dismissed that as an odd thing to happen and probably other people were just being really overexuberant about things. Later I learned emotional blunting is a commonly reported side effect of SSRIs and I was probably just really not experiencing emotions. When I came off them it took me several years to get used to having normal-intensity feelings again, but it wasn’t a sudden revelation, like “Wow, I was missing a fundamental human experience for the past several years!” Just a sense of things being different which was hard to cash out.


As always, I wonder if a lot of what other people interpret through vague social things might be biological, or at least more complicatedly social. I can’t enjoy jazz music even a little – the best I can do is pick up something sort of like a beat and half-heartedly feel like maybe I could snap my fingers to it if I could build up the energy. My brother fell in love with jazz as soon as he heard it and is now a professional jazz musician who has dedicated his life to it. Are we listening to the same thing when we hear a jazz tune? Or am I like a guy who can’t smell trying to appreciate perfume?

 



















What Developmental Milestones Are You Missing?

November 3, 2015


 Epistemic status: Speculative. I can’t make this post less condescending and elitist, so if you don’t like condescending elitist things, this might not be for you.




Developmental psychology never struck my interest in the same way as a lot of other kinds of psychology. It didn’t seem to give me insight into my own life, help me understand my friends, or explain weird things about society.


I’ve changed my mind about all of that after reading David Chapman’s Developing Ethical, Social, and Cognitive Competence.


First, a refresher. Developmental psychology describes how children go from helpless infants to reasonable adults. Although a lot of it has to do with sensorimotor skills like walking and talking, the really interesting stuff is cognitive development. Children start off as very buggy reasoners incapable of all but the most superficial forms of logic but gradually go on to develop new abilities and insights that allow them to navigate adult life.


Maybe the most famous of these is “theory of mind”, the ability to view things from other people’s perspective. In a classic demonstration, researchers show little Amy a Skittles bag and ask what she thinks is inside. She guesses Skittles, but the researchers open it and reveal it’s actually pennies. Then they close it up and invite little Brayden into the room. Then they ask Amy what Brayden thinks is inside. If Amy’s three years old or younger, she’ll usually say “pennies” – she knows that pennies are inside, so why shouldn’t Brayden know too? If she’s four or older, she’ll usually say “Skittles” – she realizes on a gut level that she and Brayden are separate minds and that Brayden will have his own perspective. Sometimes the same mistake can extend to preferences and beliefs. Wikipedia gives the example of a child saying “I like Sesame Street, so Daddy must like Sesame Street too.” This is another theory of mind failure grounded in an inability to separate self and environment.


Here’s another example which tentatively sounds like a self-environment failure. Young children really don’t get foreign languages. I got a little of this teaching English in Japan, and heard more of it from other people. The really young kids treated English like a cipher; everybody started out knowing things’ real (ie Japanese) names, but Americans insisted on converting them into their own special American-person code before talking about them. Kids would ask weird things like whether American parents would make an exception and speak Japanese to their kids who were too young to have learned English yet, or whether it was a zero-tolerance policy sort of thing and the families would just not communicate until the kids went to English school. And I made fun of them, but I also remember the first time I visited Paris I heard somebody talking to their dog, and for a split second I was like “Why would you expect your dog to know French ?” before my brain kicked in and I was like “Duuhhhh….”


The infamous “magical thinking” which kids display until age 7 or so also involves confused self-environment boundaries. Maybe little Amy gets mad at Brayden and shouts “I HATE HIM” to her mother. The next day, Brayden falls off a step and skins his knee. Amy intuits a cause-and-effect relationship between her hatred and Brayden’s accident and feels guilty. She doesn’t realize that her hatred is internal to herself and can’t affect the world directly. Or kids displaying animism at this age, and expecting that the TV doesn’t work because it’s angry, or the car’s not starting because it’s tired.


Psychology textbooks never discuss whether this progression in and out of developmental stages is innate or environmental, which is weird because psychology textbooks usually love that sort of thing. I always assumed it was innate, because it was on the same timeline as things like walking and talking which are definitely innate. But I’ve been moved to question that after reading some of the work comparing “primitive” cultures to primitive developmental stages.


This probably isn’t the most politically correct thing to do, but it’s notable enough that anthropologists have been thinking about it for centuries. For example, from Ethnicity, Nationality, and Religious Experience:



Primitive people are generally as intelligent as the people of any culture, including the contemporary industrial-electronic age cultures. that makes it all the more significant that their publicly shared cognitive style shows little identifiable formal operational thought. The probable explanation for this, if true, is simply that formal operational thought is more complexly difficult than earlier modes of thought and will be used in a culture in a publicly shared way only if that culture has developed techniques for training people in its use. Primitive cultures do not do that, and thus by default use easier styles of thought, ones closer in form to concrete oeprational and even pre-operational thought, as defined by Piaget.



Primitive cultures certainly exhibit the magical thinking typical of young children; this is the origin of a whole host of superstitions and witch-doctory. They exhibit the same animism; there are hundreds of different animistic religions worldwide. And although I didn’t talk much about theories of moral development, primitive cultures’ notion of taboo is pretty similar to Kohlberg’s conventional stage.


But if different cultures progress through developmental milestones at different rates or not at all, then these aren’t universal laws of child development but facts about what skills get learned slowly or quickly in different cultures. In this model, development is not a matter of certain innate abilities like walking “unfolding” at the right time, but about difficult mental operations that you either learn or you don’t depending on how hard the world is trying to cram them into your head.


So getting back to David Chapman: his post is mostly about Robert Kegan’s account of “stages of moral development”. I didn’t get much from Kegan himself, but I was fascinated by an idea just sort of dropped into the middle of the discussion: that less than half of the people in modern western countries had attained Kegan’s fourth stage, and only a small handful attained his fifth. This was a way of thinking about development that I’d never heard before.


On the other hand, it makes sense. Take General Semantics (please!). I remember reading through Korzybski’s giant blue book of General Semantics, full of labyrinthine diagrams and promises that if only you understood this, you would engage with the world totally differently, you’d be a new man armed with invincible cognitive weapons. And the key insight, maybe the only insight, was “the map is not the territory”, which seems utterly banal.


But this is a self-environment distinction of exactly the sort that children learn in development. It’s dividing your own representation of the world from the world itself; it’s about as clear a reference to theory of mind as you could ask for. Korzybski considered it a revelation when he discovered it; thousands of other people found it helpful and started a movement around it; I conclude that these people were missing a piece of theory-of-mind and Korzybski gave it to them. Not the whole deal, of course. Just a piece. But a piece of something big and fundamental, so abstract and difficult to teach that it required that whole nine-hundred-something page book to cram it in.


And now I’m looking for other things in the discourse that sound like developmental milestones, and there are oodles of them.


I remember reading this piece by Nathan Robinson, where he compares his own liberal principles saying that colleges shouldn’t endorse war-violence-glorifying film “American Sniper” to some conservatives arguing that colleges shouldn’t endorse homosexuality-glorifying book “Fun Home”:



It is hypocrisy for liberals to laugh at and criticize the Duke students who have objected to their summer reading book due to its sexual and homosexual themes. They didn’t seem to react similarly when students at other universities tried to get screenings of American Sniper cancelled. If you say the Duke students should open their minds and consume things they disagree with, you should say the same thing about the students who boycotted American Sniper. Otherwise, you do not really have a principled belief that people should respect and take in other opinions, you just believe they should respect and take in your own opinions. How can you think in one case the students are close-minded and sheltered, but in the other think they are open-minded and tolerant? What principled distinction is there that allows you to condemn one and praise the other, other than believing people who agree with you are better?



He proposes a bunch of potential counterarguments, then shoots each counterargument down by admitting that the other side would have a symmetrical counterargument of their own: for example, he believes that “American Sniper” is worse because it’s racist and promoting racism is genuinely dangerous to a free society, but then he admits a conservative could say that “Fun Home” is worse because in their opinion it’s homosexuality that’s genuinely dangerous to a free society. After three or four levels of this, he ends up concluding that he can’t come up with a meta-level fundamental difference, but he’s going to fight for his values anyway because they’re his. I’m not sure what I think of this conclusion, but my main response to his article is oh my gosh he gets the thing, where “the thing” is a hard-to-describe ability to understand that other people are going to go down as many levels to defend their self-consistent values as you will to defend yours. It seems silly when I’m saying it like this, and you should probably just read the article, but I’ve seen so many people who lack this basic mental operation that this immediately endeared him to me. I would argue Nathan Robinson has a piece of theory-of-mind that a lot of other people are missing.


Actually, I was kind of also thinking this with his most recent post, which complains about a Washington Post article. The Post argues that because the Democrats support gun control and protest police, they are becoming the “pro-crime party”. I’m not sure whether the Post genuinely believes the Democrats are pro-crime by inclination or are just arguing their policies will lead to more crime in a hyperbolic figurative way, but I’ve certainly seen sources further right make the “genuinely in favor of crime as a terminal value” argument. And this doesn’t seem too different from the leftist sources that say Republicans can’t really care about the lives of the unborn, they’re just “anti-woman” as a terminal value. Both proposals share this idea of not being able to understand that other people have different beliefs than you and that their actions proceed naturally from those beliefs. Instead of saying “I believe gun control would increase crime, but Democrats believe the opposite, and from their different perspective banning guns makes sense,” they say “I believe gun control would increase crime, Democrats must believe the same, and therefore their demands for gun control must come from sinister motives.”


(compare: “Brayden brought the Skittles bag with him for lunch, so he must enjoy eating pennies.” Or: “Daddy is refusing to watch Sesame Street with me, so he must be secretly watching it with someone else he likes better instead.”)


Here are some other mental operations which seem to me to rise to the level of developmental milestones:


	Ability to distinguish “the things my brain tells me” from “reality” – maybe this is better phrased as “not immediately trusting my system 1 judgments”. This is a big part of cognitive therapy – building the understanding that just because your brain makes assessments like “I will definitely fail at this” or “I’m the worst person in the world” doesn’t mean that you have to believe them. As Ozy points out, this one can be easier for people with serious psychiatric problems who have a lot of experience with their brain’s snap assessments being really off, as opposed to everyone else who has to piece the insight together from a bunch of subtle failures.

	Ability to model other people as having really different mind-designs from theirs; for example, the person who thinks that someone with depression is just “being lazy” or needs to “snap out of it”. This is one of the most important factors in determining whether I get along with somebody – people who don’t have this insight tend not to respect boundaries/preferences very much simply because they can’t believe they exist, and to simultaneously get angry when other people violate their supposedly-obvious-and-universal boundaries and preferences.

	Ability to think probabilistically and tolerate uncertainty. My thoughts on this were mostly inspired by another of David Chapman’s posts, which I’m starting to think might not be a coincidence.

	Understanding the idea of trade-offs ; things like “the higher the threshold value of this medical test, the more likely we’ll catch real cases but also the more likely we’ll get false positives” or “the lower the burden of proof for people accused of crimes, the more likely we’ll get real criminals but also the more likely we’ll encourage false accusations”. When I hear people discuss these cases in real life, they’re almost never able to maintain this tension and almost always collapse it to their preferred plan having no downside.


Framed like this, both psychotherapy and LW-style rationality aim to teach people some of these extra mental operations. The reactions to both vary from enlightenment to boredom to bafflement depending on whether the listener needs the piece, already has the piece, or just plain lacks the socket that the piece is supposed to snap into.


This would have an funny corollary; the LW Sequences try to hammer in how different other minds can be from your own in order to develop the skill of thinking about artificial intelligences, but whether or not AI matters this might be an unusually effective hack to break a certain type of person out of their egocentrism and teach them how to deal with other humans.


This raises the obvious question of whether there are any basic mental operations I still don’t have, how I would recognize them if there were, and how I would learn them once I recognized them.

 



















An Iron Curtain Has Descended Upon Psychopharmacology

August 16, 2014


Imagine if a chemist told you offhandedly that the Russians had different chemical elements than we did.


Here in America, we use elements like lithium and silicon and bismuth. We have figured out lots of neat compounds we can make with these elements. We’ve also figured out useful technological applications. Lithium makes batteries. Silicon makes computer chips. Bismuth makes pretty gifs you can post on Tumblr.


[image: ]

The Russians don’t use any of these. They have their own Russian elements on their own Russian periodic table, with long Russian names you can’t pronounce. Apparently some of these also have useful technological applications. One of them is a room temperature superconductor. Another improves the efficiency of dirigibles by 500% for some reason.


No one in America seems remotely interested in any of these Russian elements. Many American chemists don’t even know they exist, even though each element has its own English-language Wikipedia page. When informed, they just say “Yeah, the Russians have lots of stuff,” and leave it at that.


American research teams pour millions of dollars into synthesizing novel elements in order to expand their periodic tables and the number of useful compounds they can make. If anyone suggests importing and studying some of the Russian elements, the chemists say “Huh, that never occurred to us, maybe someone else should do it,” and go back to spending millions of dollars synthesizing entirely novel atoms.


If a chemist told you this, you would think they were crazy. Science, you would say, is science everywhere. You can’t have one set of elements in Russia and another in the US, everyone would work together and compare notes. At the very least one side would have the common decency to at least steal from the other. No way anything like this could possibly go on.


But as far as I can tell this is exactly the state of modern psychopharmacology.


Consider anxiety. I would kill for a good anti-anxiety drug. Right now my choices are pretty limited. Benzodiazepines and barbituate work great but are addictive and dangerous. SSRIs work okay but need a month to take effect. Neurontin, Vistaril, and Buspar are safe, fast-acting, and totally ineffective. And Lyrica is expensive and off-label. As a result, a lot of my anxious patients tend to stay anxious.


Any textbook, database, or lecture you care to check on anti-anxiety medications will list the ones I just listed above plus a couple of others I’m forgetting.


But if you look the matter up on Wikipedia, you see all these weird names like mebicarum, afobazole, selank, bromantane, emoxypine, validolum, and picamilon. You can show these names to your psychiatrist and she will have no idea what you’re talking about, think you’re speaking nonsense syllables. You can show them to the professor of psychopharmacology at a major university and your chances are maybe like 50-50.


These are the Russian anti-anxiety drugs. They seem to have pretty good evidential support. Wikipedia’s bromantane article gives a bunch of studies of bromantane in the footnotes, including a randomized controlled trial in the forbiddingly named Zh Nevrol Psikhiatr Im S S Korsakova.


And look what else Wikipedia’s bromantane article says:



Study results suggest that the combination of psychostimulant and anxiolytic actions in the spectrum of psychotropic activity of bromantane is effective in treating asthenic disorders compared to placebo. It is considered novel having both stimulant and anti-anxiety properties.



Imagine reading about a Russian element on Wikipedia, and at the end there’s this paragraph saying “By the way, this element inverts gravity and has to be tied to the ground to prevent it from falling upwards”. An anxiolytic stimulant is really really cool. But somehow generations of American psychopharmacologists must have read about bromantane and thought “No, I don’t think I’ll pay any more attention to that.”


My guess is the reason we can’t prescribe bromantane is the same reason we can’t prescribe melatonin and we can’t prescribe fish oil without the charade of calling it LOVAZA™®©. The FDA won’t approve a treatment unless some drug company has invested a billion dollars in doing a lot of studies about it. It doesn’t count if some foreign scientists already did a bunch of studies. It doesn’t count if millions of Russians have been using the drug for decades and are by and large still alive. You’ve got to have the entire thing analyzed by the FDA and then rejected at the last second without explanation (yes, I have just been reading Marginal Revolution’s review of Innovation Breakdown: How the FDA and Wall Street Cripple Medical Advances; I do need to check out the actual book). Absent an extremely strong patent on the drug there’s no reason a drug company would want to go forward with all of this. I don’t know what the legalities of buying Russian drug rights from Russian companies are, but I expect they’re complicated and that pharmaceutical companies have made a reasoned decision not to bother.


Given this situation, it’s perfectly reasonable for doctors not to prescribe them. Certainly I don’t plan to prescribe any Russian drugs when I get my own practice. Imagine if a patient gets liver failure on one – and remember that people are getting liver failure all the time for random reasons. The patient’s family decides to sue and I’m stuck defending my decision in court. “Yes, Your Honor, I admit I told the deceased to buy a medication no other psychiatrist in the state has ever heard of from a sketchy online Russian pharmacy. But in my defense, there was a study supporting its use in Zh Nevrol Psikhiatr Im S S Korsakova. Which I didn’t read, because I don’t speak Russian.”


Everyone follows their own incentives perfectly, and as a result the system as a whole does something insane. Classic multipolar trap.


Luckily, this hasn’t stopped a lively gray market trade in these chemicals, which I totally one hundred percent approve of. Noopept, for example, is a prescription drug in Russia but is sold over-the-counter by online suppliers here. You can even get some bromantane for two bucks a pill.


Don’t worry. I’m sure these people are on the level. How could a site with a background like that possibly be unreliable?

 



















Why Were Early Psychedelicists So Weird?

April 28, 2016


 Epistemic status: very speculative, asserted with only ~30% confidence. On the other hand, even though psychiatrists don’t really talk about this it’s possible other groups know this all already.




A few weeks ago I gave a presentation on the history of early psychedelic research. Since I had a tough crowd, I focused on the fascinating biographies of some of the early psychedelicists. 


Timothy Leary was a Harvard professor and former NIMH researcher who made well-regarded contributions to psychotherapy and psychometrics. He started the Harvard Psilocybin Project and several other Harvard-based experiments to test the effects of psychedelics on normal and mentally ill subjects. He was later fired from Harvard and arrested; later he accomplished a spectacular break out of prison and fled to Algeria. During his later life, he wrote books about how the human brain had hidden circuits of consciousness that would allow us to live in space, including a quantum overmind which could control reality and break the speed of light. He eventually fell so deep into madness that he started hanging out with Robert Anton Wilson and participating in Ron Paul fundraisers. 


Richard Alpert was Leary’s co-investigator at the Harvard Psilocybin Project. He, too, had all the signs of a promising career, including a psychology PhD from Stanford, a visiting professorship at Berkeley, and a combination academic/clinical position at Stanford. After his work with Leary, he moved to India, changed his name to Baba Ram Dass, and became one of the world’s most prominent advocates for bhakti yoga.


John Lilly was a doctor, a neuroanatomy researcher, and an inventor who helped develop the principle behind many modern neuroprosthetics. He was always very strange, and did a lot of work in human-dolphin communication and SETI even before starting his work with LSD. But in the 1960s, he ran across Richard Alpert, joined in his LSD experiments, and became even stranger. He started writing books with names like “Programming And Metaprogramming The Human Biocomputer”, and arguing that benevolent and malevolent aliens were locked in a battle to manipulate Earth’s coincidences and with them the future of the human species. He became an expert yogi and claimed to have achieved samadhi, the highest state of union with God.


Kary Mullis is kind of cheating since he was not technically a psychedelicist. He was a biochemist in the completely unrelated field of bacterial iron transport molecules. But he did try LSD in 1966 back when it was still a legal research chemical. In fact he tried 1000 micrograms of it, one of the biggest doses I’ve ever heard of someone taking. Like the others, Mullis was a brilliant scientist – he won the Nobel Prize in Chemistry for inventing the polymerase chain reaction. Like the others, Mullis got really weird fast. He is a global warming denialist, HIV/AIDS denialist, and ozone hole denialist; on the other hand, he does believe in the efficacy of astrology. He also believes he has contacted extraterrestrials in the form of a fluorescent green raccoon, and “founded a business with the intent to sell pieces of jewelry containing the amplified DNA of deceased famous people like Elvis Presley”.


I wondered if there might be a selection bias in which psychedelicists I heard about, or that I might be cherry-picking the most unusual examples, so I looked for leading early psychedelics researchers I’d never heard of before and checked how weird they were. My sources told me that the two most important early psychedelicists were Humphry Osmond (who invented the word ‘psychedelic’ and may have been the first person to experiment with LSD rigorously) and his colleague John Smythies.


Osmond has an impressive early resume: started off as a surgeon, became a psychiatrist, did some well-regarded research into the structure of the human metabolite adrenochrome. And although he did not become fluorescent-alien-raccoon level weird, he can’t quite be called normal either. He became one of the founders of orthomolecular psychiatry, a discipline arguing that schizophrenia and other psychiatric diseases can be cured by massive amounts of vitamins – this is currently considered pseudoscience. His publications include the article “Selection of twins for ESP experimentation” in International Journal of Parapsychology, and a history of psychedelics records that “after his mescaline experiment in 1951, Dr. Osmond claimed to have successfully transmitted telepathic information to a fellow researcher, Duncan Blewett, who was also under the influence of mescaline, leading an independent observer to panic at the uncanny event.” He seems to have maintained a lifetime interest in parapsychology, Jungian typological analysis, and a field of his own invention called “socio-architecture”.


Smythies was a neuropsychiatrist, neuroanatomist, biochemist, EEG researcher, editor of the International Review of Neurobiology, etc, etc, etc (also, a cousin of Richard Dawkins). He is 94 but apparently still alive and going strong and making new neuroanatomical discoveries. He was one of the first people to investigate the pharmacology of psychedelics and helped with Osmond’s experiments in the early 1950s. He has also written The Walls Of Plato’s Cave, a book presenting a new theory of consciousness which “extends our concepts of consciousness and analyses possible geometrical and topological relations between phenomenal space and physical space linked to brane theory in physics” (I kind of wish I was a fly on the wall at his and Dawkins’ family reunions).


My point is that the field of early psychedelic research seemed to pretty consistently absorb brilliant scientists, then spit out people who, while still brilliant scientists, also had styles of thought that could be described as extremely original at best and downright crazy at worst.


I think it’s important to try to understand why.


First possibility: you had to be kind of weird to begin with in order to be interested in researching psychedelics. On the one hand, this is surely true; on the other, the early psychedelicists ended up really weird. At least in the early days I’m not sure psychedelics had the reputation for weirdness they now enjoy, and I’m also not sure that we’re living in a world where a high enough percent of psychiatrists go off to become gurus in India, that we can just dismiss LSD research as happening to attract that type of person.


Second possibility: I know that almost all of these researchers (I’m not sure about Smythies) used psychedelics themselves. Psychedelic use is a sufficiently interesting experience that I can see why it might expand one’s interest in the study of consciousness and the universe. Perhaps this is especially true if you’re one of the first people to use it, and you don’t have the social setting of “Oh, yeah, this is that drug that makes you have really weird experiences about consciousness for a while”. If you’re not aware that psychedelic hallucinations are a thing that happens, you might have to interpret your experience in more traditional terms like divine revelation. Under this theory, these pioneers had to become kind of weird to learn enough for the rest of us to use these substances safely. But why would that make John Lilly obsessed with aliens? Why would it turn Timothy Leary into a space colonization advocate and Ron Paul supporter?


The third possibility is the one that really intrigues me. A 2011 study found that a single dose of psilocybin could permanently increase the personality dimension of Openness To Experience. I’m emphasizing that because personality is otherwise pretty stable after adulthood; nothing should be able to do this. But magic mushrooms apparently have this effect, and not subtly either; participants who had a mystical experience on psilocybin had Openness increase up to half a standard deviation compared to placebo, and the change was stable sixteen months later. This is really scary. I mean, I like Openness To Experience, but something that can produce large, permanent personality changes is so far beyond anything else we have in psychiatry that it’s kind of terrifying.


(related: 1972 study finds LSD may cause permanent increase in hypnotic susceptibility, which other sources have linked to being “fantasy prone” and “creative”)


And that’s one dose. These researchers were taking psychedelics pretty constantly for years, and probably experimented with the sort of doses you couldn’t get away with giving research subjects. What would you expect to happen to their Openness To Experience? How many standard deviations do you think it went up?


It seems possible to me that psychedelics have a direct pharmacological effect on personality that causes people to be more open to unusual ideas. I know this is going against most of the latest research, which says psychedelics have no long-term negative mental health effects and do not cause psychosis. But there’s a difference between being schizophrenic, and being the sort of guy who is still a leading neuroanatomist but also writes books about the geometric relationships between consciousness and the space-time continuum.


I’m not sure anyone has ever done studies to rule out the theory that psychedelics just plain make people weird. Indeed, such studies would be very difficult, given that weird people with very high Openness To Experience are more likely to use psychedelics. This problem would even prevent common sense detection of the phenomenon – even if we noticed that frequent psychedelic users were really weird, we would attribute it to selection effects and forget about it.


In this situation, the early psychedelicists could be a natural experiment giving us data we can’t get any other way. Here are relatively sober scientists who took psychedelics for reasons other than being weird hippies already. Their fate provides signal through the noise which is the general psychedelic-using population.


I think this is only medium-risk; the explanation that weird people gravitate toward psychedelics, even in the sciences, is a strong one. But it’s sufficient that I am hesitant to repeat the common view that psychedelics are not at all dangerous, or that they have no permanent side effects. There seems to me at least a moderate chance that they will make you more interesting without your consent – whether that is a good or a bad thing depends on exactly how interesting you want to be.

 



















Universal Love, Said The Cactus Person

April 21, 2015


“Universal love,” said the cactus person.


“Transcendent joy,” said the big green bat.


“Right,” I said. “I’m absolutely in favor of both those things. But before we go any further, could you tell me the two prime factors of 1,522,605,027,922,533,360,535,618,378,132,637,429,718,068,114,961,380,688,657,908,494,580,122,963,258,952,897,654,000,350,692,006,139?


“Universal love,” said the cactus person.


“Transcendent joy,” said the big green bat.


The sea was made of strontium; the beach was made of rye. Above my head, a watery sun shone in an oily sky. A thousand stars of sertraline whirled round quetiapine moons, and the sand sizzled sharp like cooking oil that hissed and sang and threatened to boil the octahedral dunes.


“Okay,” I said. “Fine. Let me tell you where I’m coming from. I was reading Scott McGreal’s blog, which has some good articles about so-called DMT entities, and mentions how they seem so real that users of the drug insist they’ve made contact with actual superhuman beings and not just psychedelic hallucinations. You know, the usual Terence McKenna stuff. But in one of them he mentions a paper by Marko Rodriguez called A Methodology For Studying Various Interpretations of the N,N-dimethyltryptamine-Induced Alternate Reality, which suggested among other things that you could prove DMT entities were real by taking the drug and then asking the entities you meet to factor large numbers which you were sure you couldn’t factor yourself. So to that end, could you do me a big favor and tell me the factors of 1,522,605,027,922,533,360,535,618,378,132,637,429,718,068,114,961,380,688,657,908,494,580,122,963,258,952,897,654,000,350,692,006,139?


“Universal love,” said the cactus person.


“Transcendent joy,” said the big green bat.


The sea turned hot and geysers shot up from the floor below. First one of wine, then one of brine, then one more yet of turpentine, and we three stared at the show.


“I was afraid you might say that. Is there anyone more, uh, verbal here whom I could talk to?”


“Universal love,” said the cactus person.


At the sound of that, the big green bat started rotating in place. On its other side was a bigger greener bat, with a ancient, wrinkled face.


“Not splitting numbers / but joining Mind,” it said.
Not facts or factors or factories / but contact with the abstract attractor that brings you back to me
Not to seek / but to find”


“I don’t follow,” I said.


“Not to follow / but to jump forth into the deep
Not to grind or to bind or to seek only to find / but to accept
Not to be kept / but to wake from sleep”


The bat continued to rotate, until the first side I had seen swung back into view.


“Okay,” I said. “I’m going to hazard a guess as to what you’re talking about, and you tell me if I’m right. You’re saying that, like, all my Western logocentric stuff about factoring numbers in order to find out the objective truth about this realm is missing the point, and I should be trying to do some kind of spiritual thing involving radical acceptance and enlightenment and such. Is that kind of on the mark?”


“Universal love,” said the cactus person.


“Transcendent joy,” said the big green bat.


“Frick,” I said. “Well, okay, let me continue.” The bat was still rotating, and I kind of hoped that when the side with the creepy wrinkled face came into view it might give me some better conversation. “I’m all about the spiritual stuff. I wouldn’t be here if I weren’t deeply interested in the spiritual stuff. This isn’t about money or fame or anything. I want to advance psychedelic research. If you can factor that number, then it will convince people back in the real – back in my world that this place is for real and important. Then lots of people will take DMT and flock here and listen to what you guys have to say about enlightenment and universal love, and make more sense of it than I can alone, and in the end we’ll have more universal love, and… what was the other thing?”


“Transcendent joy,” said the big green bat.


“Right,” I said. “We’ll have more transcendent joy if you help me out and factor the number than if you just sit there being spiritual and enigmatic.”


“Lovers do not love to increase the amount of love in the world / But for the mind that thrills
And the face of the beloved, which the whole heart fills / the heart and the art never apart, ever unfurled
And John Stuart is one of / the dark satanic mills”


“I take it you’re not consequentialists,” I said. “You know that’s really weird, right. Like, not just ‘great big green bat with two faces and sapient cactus-man’ weird, but like really weird. You talk about wanting this spiritual enlightenment stuff, but you’re not going to take actions that are going to increase the amount of spiritual enlightenment? You’ve got to understand, this is like a bigger gulf for me than normal human versus ineffable DMT entity. You can have crazy goals, I expect you to have crazy goals, but what you’re saying now is that you don’t pursue any goals at all, you can’t be modeled as having desires. Why would you do that?”


“Universal love,” said the cactus person.


“Transcendent joy,” said the big green bat.


“Now you see here,” I said. “Everyone in this conversation is in favor of universal love and transcendent joy. But I’ve seen the way this works. Some college student gets his hands on some DMT, visits here, you guys tell him about universal love and transcendent joy, he wakes up, says that his life has been changed, suddenly he truly understands what really matters. But it never lasts. The next day he’s got to get up and go to work and so on, and the universal love lasts about five minutes until his boss starts yelling at him for writing his report in the wrong font, and before you know it twenty years later he’s some slimy lawyer who’s joking at a slimy lawyer party about the one time when he was in college and took some DMT and spent a whole week raving about transcendent joy, and all the other slimy lawyers laugh, and he laughs with them, and so much for whatever spiritual awakening you and your colleagues in LSD and peyote are trying to kindle in humanity. And if I accept your message of universal love and transcendent joy right now, that’s exactly what’s going to happen to me, and meanwhile human civilization is going to keep being stuck in greed and ignorance and misery. So how about you shut up about universal love and you factor my number for me so we can start figuring out a battle plan for giving humanity a real spiritual revolution?”


“Universal love,” said the cactus person.


“Transcendent joy,” said the big green bat.


A meteorite of pure delight struck the sea without a sound. The force of the blast went rattling past the bat and the beach, disturbing each, then made its way to a nearby bay of upside-down trees with their roots in the breeze and their branches underground.


“I demand a better answer than that,” I demanded.


The other side of the bat spun into view.


“Chaos never comes from the Ministry of Chaos / nor void from the Ministry of Void
Time will decay us but time can be left blank / destroyed
With each Planck moment ever fit / to be eternally enjoyed”


“You’re making this basic mistake,” I told the big green bat. “I honestly believe that there’s a perspective from which Time doesn’t matter, where a single moment of recognition is equivalent to eternal recognition. The problem is, if you only have that perspective for a moment, then all the rest of the time, you’re sufficiently stuck in Time to honestly believe you’re stuck in Time. It’s like that song about the hole in the bucket – if the hole in the bucket were fixed, you would have the materials needed to fix the hole in the bucket. But since it isn’t, you don’t. Likewise, if I understood the illusoriness… illusionality… whatever, of time, then I wouldn’t care that I only understood it for a single instant. But since I don’t, I don’t. Without a solution to the time-limitedness of enlightenment that works from within the temporal perspective, how can you consider it solved at all?”


“Universal love,” said the cactus person.


“Transcendent joy,” said the big green bat.


The watery sun began to run and it fell on the ground as rain. It became a dew that soaked us through, and as the cold seemed to worsen the cactus person hugged himself to stay warm but his spines pierced his form and he howled in a fit of pain.


“You know,” I said, “sometimes I think the kvithion sumurhe had the right of it. The world is an interference pattern between colliding waves of Truth and Beauty, and either one of them pure from the source and undiluted by the other will be fatal. I think you guys and some of the other psychedelics might be pure Beauty, or at least much closer to the source than people were meant to go. I think you can’t even understand reason, I think you’re constitutionally opposed to reason, and that the only way we’re ever going to get something that combines your wisdom and love and joy with reason is after we immanentize the eschaton and launch civilization into some perfected postmessianic era where the purpose of the world is fully complete. And that as much as I hate to say it, there’s no short-circuiting the process.”


“Universal love,” said the cactus person.


“Transcendent joy,” said the big green bat.


“I’m dissing you, you know. I’m saying you guys are so intoxicated on spiritual wisdom that you couldn’t think straight if your life depended on it; that your random interventions in our world and our minds look like the purposeless acts of a drunken madman because that’s basically more or less what they are. I’m saying if you had like five IQ points between the two of you, you could tap into your cosmic consciousness or whatever to factor a number that would do more for your cause than all your centuries of enigmatic dreams and unasked-for revelations combined, and you ARE TOO DUMB TO DO IT EVEN WHEN I BASICALLY HOLD YOUR HAND THE WHOLE WAY. Your spine. Your wing. Whatever.”


“Universal love,” said the cactus person.


“Transcendent joy,” said the big green bat.


“Fuck you,” said I.


I saw the big green bat bat a green big eye. Suddenly I knew I had gone too far. The big green bat started to turn around what was neither its x, y, or z axis, slowly rotating to reveal what was undoubtedly the biggest, greenest bat that I had ever seen, a bat bigger and greener than which it was impossible to conceive. And the bat said to me:


“Sir. Imagine you are in the driver’s seat of a car. You have been sitting there so long that you have forgotten that it is the seat of a car, forgotten how to get out of the seat, forgotten the existence of your own legs, indeed forgotten that you are a being at all separate from the car. You control the car with skill and precision, driving it wherever you wish to go, manipulating the headlights and the windshield wipers and the stereo and the air conditioning, and you pronounce yourself a great master. But there are paths you cannot travel, because there are no roads to them, and you long to run through the forest, or swim in the river, or climb the high mountains. A line of prophets who have come before you tell you that the secret to these forbidden mysteries is an ancient and terrible skill called GETTING OUT OF THE CAR, and you resolve to learn this skill. You try every button on the dashboard, but none of them is the button for GETTING OUT OF THE CAR. You drive all of the highways and byways of the earth, but you cannot reach GETTING OUT OF THE CAR, for it is not a place on a highway. The prophets tell you GETTING OUT OF THE CAR is something fundamentally different than anything you have done thus far, but to you this means ever sillier extremities: driving backwards, driving with the headlights on in the glare of noon, driving into ditches on purpose, but none of these reveal the secret of GETTING OUT OF THE CAR. The prophets tell you it is easy; indeed, it is the easiest thing you have ever done. You have traveled the Pan-American Highway from the boreal pole to the Darien Gap, you have crossed Route 66 in the dead heat of summer, you have outrun cop cars at 160 mph and survived, and GETTING OUT OF THE CAR is easier than any of them, the easiest thing you can imagine, closer to you than the veins in your head, but still the secret is obscure to you.”


A herd of bison came into listen, and voles and squirrels and ermine and great tusked deer gathered round to hear as the bat continued his sermon.


“And finally you drive to the top of the highest peak and you find a sage, and you ask him what series of buttons on the dashboard you have to press to get out of the car. And he tells you that it’s not about pressing buttons on the dashboard and you just need to GET OUT OF THE CAR. And you say okay, fine, but what series of buttons will lead to you getting out of the car, and he says no, really, you need to stop thinking about dashboard buttons and GET OUT OF THE CAR. And you tell him maybe if the sage helps you change your oil or rotates your tires or something then it will improve your driving to the point where getting out of the car will be a cinch after that, and he tells you it has nothing to do with how rotated your tires are and you just need to GET OUT OF THE CAR, and so you call him a moron and drive away.”


“Universal love,” said the cactus person.


“So that metaphor is totally unfair,” I said, “and a better metaphor would be if every time someone got out of the car, five minutes later they found themselves back in the car, and I ask the sage for driving directions to a laboratory where they are studying that problem, and…”


“You only believe that because it’s written on the windshield,” said the big green bat. “And you think the windshield is identical to reality because you won’t GET OUT OF THE CAR.”


“Fine,” I said. “Then I can’t get out of the car. I want to get out of the car. But I need help. And the first step to getting help is for you to factor my number. You seem like a reasonable person. Bat. Freaky DMT entity. Whatever. Please. I promise you, this is the right thing to do. Just factor the number.”


“And I promise you,” said the big green bat. “You don’t need to factor the number. You just need to GET OUT OF THE CAR.”


“I can’t get out of the car until you factor the number.”


“I won’t factor the number until you get out of the car.”


“Please, I’m begging you, factor the number!”


“Yes, well, I’m begging you, please get out of the car!”


“FOR THE LOVE OF GOD JUST FACTOR THE FUCKING NUMBER!”


“FOR THE LOVE OF GOD JUST GET OUT OF THE FUCKING CAR!”


“FACTOR THE FUCKING NUMBER!”


“GET OUT OF THE FUCKING CAR!”


“Universal love,” said the cactus person.


Then tree and beast all fled due east and the moon and stars shot south. And the bat rose up and the sea was a cup and the earth was a screen green as clozapine and the sky a voracious mouth. And the mouth opened wide and the earth was skied and the sea fell in with an awful din and the trees were moons and the sand in the dunes was a blazing comet and…


I vomited, hard, all over my bed. It happens every time I take DMT, sooner or later; I’ve got a weak stomach and I’m not sure the stuff I get is totally pure. I crawled just far enough out of bed to flip a light switch on, then collapsed back onto the soiled covers. The clock on the wall read 11:55, meaning I’d been out about an hour and a half. I briefly considered taking some more ayahuasca and heading right back there, but the chances of getting anything more out of the big green bat, let alone the cactus person, seemed small enough to fit in a thimble. I drifted off into a fitful sleep.


Behind the veil, across the infinite abyss, beyond the ice, beyond daath, the dew rose from the soaked ground and coalesced into a great drop, which floated up into an oily sky and became a watery sun. The cactus person was counting on his spines.


“Hey,” the cactus person finally said, “just out of curiosity, was the answer 37,975,227,936,943,673,922,808,872,755,445,627,854,565,536,638,199 times 40,094,690,950,920,881,030,683,735,292,761,468,389,214,899,724,061?”


“Yeah,” said the big green bat. “That’s what I got too.”

 



















Did A Melatonin Patent Inspire Current Dose Confusion?

July 12, 2018


Yesterday I wrote about melatonin, mentioning that most drugstore melatonin supplements were 10x or more the recommended dose. A commenter on Facebook pointed me to an interesting explanation of why.


Dr. Richard Wurtman, an MIT scientist who helped discover melatonin’s role in the body and pioneer its use as a sleep aid, writes:



MIT was so excited about our research team’s melatonin-sleep connection discovery that they decided to patent the use of reasonable doses of melatonin—up to 1 mg—for promoting sleep.


But they made a big mistake. They assumed that the FDA would want to regulate the hormone and its use as a sleep therapy. They also thought the FDA wouldn’t allow companies to sell melatonin in doses 3-times, 10-times, even 15-times more than what’s necessary to promote sound sleep.


Much to MIT’s surprise, however, the FDA took a pass on melatonin. At that time, the FDA was focusing on other issues, like nicotine addiction, and they may have felt they had bigger fish to fry.


Also, the FDA knew that the research on melatonin showed it to be non-toxic, even at extremely high doses, so they probably weren’t too worried about how consumers might use it. In the end, and as a way of getting melatonin on to the market, the FDA chose to label it a dietary supplement, which does not require FDA regulation. Clearly, this was wrong because melatonin is a hormone, not a dietary supplement.


Quickly, supplement manufacturers saw the huge potential in selling melatonin to promote good sleep. After all, millions of Americans struggled to get to sleep and stay asleep, and were desperate for safe alternatives to anti-anxiety medicines and sleeping pills that rarely worked well and came with plenty of side effects.


Also, manufacturers must have realized that they could avoid paying royalties to MIT for melatonin doses over the 1 mg measure. So, they produced doses of 3 mg, 5 mg, 10 mg and more! Their thinking–like so much else in our American society–was likely, “bigger is better!” But, they couldn’t be more wrong.



So he’s saying that… in order to get around a patent on using the correct dose of melatonin… supplement manufacturers… used the wrong dose of melatonin? I enjoy collecting stories of all the crazy perversities created by our current pharmaceutical system, but this one really takes the cake.


Assuming it’s true, that is. Commenter Rodrigo brings up some reasons to be suspicious:


	Who would patent a drug only up to a certain dose? Isn’t this really dumb?

	To avoid the patent on the correct dose, drugstores just have to sell more than 1 mg – for example, 2 mg. But they actually sell up to 10 mg.


To these I would add:


	Lots of supplements are very high dose. When I Google Vitamin C, the first product that comes up advertises that it has 1111% of the recommended daily allowance, which seems better optimized for numerological purposes than medical ones.

	A few companies do sell melatonin at the right dose range, and MIT hasn’t sued them yet.


Normally I would find these considerations pretty persuasive, but I feel like the guy who discovered melatonin and ran a pharmaceutical company for a while knows more about the history of melatonin and pharmaceutical regulations than I do.


From last week:



This kind of thing is the endless drudgery of rationality training… questions like “How much should you discount a compelling-sounding theory based on the bias of its inventor?” And “How much does someone being a famous expert count in their favor?” And “How concerned should we be if a theory seems to violate efficient market assumptions?” And “How do we balance arguments based on what rationally has to be true, vs. someone’s empirical but fallible data sets?”



Here I’m just really skeptical of the MIT patent story. Wurtman seems to admit that “bigger is better” played a role. Maybe the patent thing was a very small issue, around the beginning of melatonin sales, and was soon forgotten – but the tradition of expecting melatonin to be very high dose stuck around forever, mostly for other reasons?


 EDIT: Commenters, including a patent lawyer, have filled in the rest of the story. Because melatonin is a natural hormone and not an invention, patents can only cover specific uses of it. The MIT patent covered the proper way to use it for sleep; a broader patent might not have been granted. The patent probably guided supplement companies, but expired about five years ago. It’s now legal to produce melatonin 0.3 mg pills, but people are so used to higher doses that few people do.

 



















It’s Bayes All The Way Up

September 12, 2016


 Epistemic status: Very speculative. I am not a neuroscientist and apologize for any misinterpretation of the papers involved. Thanks to the people who posted these papers in r/slatestarcodex. See also Mysticism and Pattern-Matching and Bayes For Schizophrenics. 


I

Bayes’ Theorem is an equation for calculating certain kinds of conditional probabilities. For something so obscure, it’s attracted a surprisingly wide fanbase, including doctors, environmental scientists, economists, bodybuilders, fen-dwellers, and international smugglers. Eventually the hype reached the point where there was both a Bayesian cabaret and a Bayesian choir, popular books using Bayes’ Theorem to prove both the existence and the nonexistence of God, and even Bayesian dating advice. Eventually everyone agreed to dial down their exuberance a little, and accept that Bayes’ Theorem might not literally explain absolutely everything.


So – did you know that the neurotransmitters in the brain might represent different terms in Bayes’ Theorem?


First things first: Bayes’ Theorem is a mathematical framework for integrating new evidence with prior beliefs. For example, suppose you’re sitting in your quiet suburban home and you hear something that sounds like a lion roaring. You have some prior beliefs that lions are unlikely to be near your house, so you figure that it’s probably not a lion. Probably it’s some weird machine of your neighbor’s that just happens to sound like a lion, or some kids pranking you by playing lion noises, or something. You end up believing that there’s probably no lion nearby, but you do have a slightly higher probability of there being a lion nearby than you had before you heard the roaring noise. Bayes’ Theorem is just this kind of reasoning converted to math. You can find the long version here.


This is what the brain does too: integrate new evidence with prior beliefs. Here are some examples I’ve used on this blog before:
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All three of these are examples of top-down processing. Bottom-up processing is when you build perceptions into a model of the the world. Top-down processing is when you let your models of the world influence your perceptions. In the first image, you view the center letter of the the first word as an H and the second as an A, even though they’re the the same character; your model of the world tells you that THE CAT is more likely than TAE CHT. In the second image, you read “PARIS IN THE SPRINGTIME”, skimming over the duplication of the word “the”; your model of the world tells you that the phrase should probably only have one “the” in it (just as you’ve probably skimmed over it the three times I’ve duplicated “the” in this paragraph alone!). The third image might look meaningless until you realize it’s a cow’s head; once you see the cow’s head your model of the world informs your perception and it’s almost impossible to see it as anything else.


(Teh fcat taht you can siltl raed wrods wtih all the itroneir ltretrs rgraneanrd is ahonter empxlae of top-dwon pssirocneg mkinag nsioy btotom-up dtaa sanp itno pacle)


But top-down processing is much more omnipresent than even these examples would suggest. Even something as simple as looking out the window and seeing a tree requires top-down processing; it may be too dark or foggy to see the tree one hundred percent clearly, the exact pattern of light and darkness on the tree might be something you’ve never seen before – but because you know what trees are and expect them to be around, the image “snaps” into the schema “tree” and you see a tree there. As usual, this process is most obvious when it goes wrong; for example, when random patterns on a wall or ceiling “snap” into the image of a face, or when the whistling of the wind “snaps” into a voice calling your name.



Most of the things you perceive when awake are generated from very limited input – by the same machinery that generates dreams with no input


— Void Of Space (@VoidOfSpace), September 2, 2016



Corlett, Frith & Fletcher (2009) (henceforth CFF) expand on this idea and speculate on the biochemical substrates of each part of the process. They view perception as a “handshake” between top-down and bottom-up processing. Top-down models predict what we’re going to see, bottom-up models perceive the real world, then they meet in the middle and compare notes to calculate a prediction error. When the prediction error is low enough, it gets smoothed over into a consensus view of reality. When the prediction error is too high, it registers as salience/surprise, and we focus our attention on the stimulus involved to try to reconcile the models. If it turns out that bottom-up was right and top-down was wrong, then we adjust our priors (ie the models used by the top-down systems) and so learning occurs.


In their model, bottom-up sensory processing involves glutamate via the AMPA receptor, and top-down sensory processing involves glutamate via the NMDA receptor. Dopamine codes for prediction error, and seem to represent the level of certainty or the “confidence interval” of a given prediction or perception. Serotonin, acetylcholine, and the others seem to modulate these systems, where “modulate” is a generic neuroscientist weasel word. They provide a lot of neurological and radiologic evidence for these correspondences, for which I highly recommend reading the paper but which I’m not going to get into here. What I found interesting was their attempts to match this system to known pharmacological and psychological processes.


CFF discuss a couple of possible disruptions of their system. Consider increased AMPA signaling combined with decreased NMDA signaling. Bottom-up processing would become more powerful, unrestrained by top-down models. The world would seem to become “noisier”, as sensory inputs took on a life of their own and failed to snap into existing categories. In extreme cases, the “handshake” between exuberant bottom-up processes and overly timid top-down processes would fail completely, which would take the form of the sudden assignment of salience to a random stimulus.


Schizophrenics are famous for “delusions of reference”, where they think a random object or phrase is deeply important for reasons they have trouble explaining. Wikipedia gives as examples:



	A feeling that people on television or radio are talking about or talking directly to them

	Believing that headlines or stories in newspapers are written especially for them

	Seeing objects or events as being set up deliberately to convey a special or particular meaning to themselves

	Thinking ‘that the slightest careless movement on the part of another person had great personal meaning… increased significance’




In CFF, these are perceptual handshake failures; even though “there’s a story about the economy in today’s newspaper” should be perfectly predictable, noisy AMPA signaling registers it as an extreme prediction failure, and it fails its perceptual handshake with overly-weak priors. Then it gets flagged as shocking and deeply important. If you’re unlucky enough to have your brain flag a random newspaper article as shocking and deeply important, maybe phenomenologically that feels like it’s a secret message for you.


And this pattern – increased AMPA signaling combined with decreased NMDA signaling – is pretty much the effect profile of the drug ketamine, and ketamine does cause a paranoid psychosis mixed with delusions of reference.


Organic psychosis like schizophrenia might involve a similar process. There’s a test called the binocular depth inversion illusion, which looks like this:
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(source)

The mask in the picture is concave, ie the nose is furthest away from the camera. But most viewers interpret it as convex, with the nose closest to the camera. This makes sense in terms of Bayesian perception; we see right-side-in faces a whole lot more often than inside-out faces.


Schizophrenics (and people stoned on marijuana!) are more likely to properly identify the face as concave than everyone else. In CFF’s system, something about schizophrenia and marijuana messes with NMDA, impairs priors, and reduces the power of top-down processing. This predicts that schizophrenics and potheads would both have paranoia and delusions of reference, which seems about right.


Consider a slightly different distortion: increased AMPA signaling combined with increased NMDA signaling. You’ve still got a lot of sensory noise. But you’ve also got stronger priors to try to make sense of them. CFF argue these are the perfect conditions to create hallucinations. The increase in sensory noise means there’s a lot of data to be explained; the increased top-down pattern-matching means that the brain is very keen to fit all of it into some grand narrative. The result is vivid, convincing hallucinations of things that are totally not there at all.


LSD is mostly serotonergic, but most things that happen in the brain bottom out in glutamate eventually, and LSD bottoms out in exactly the pattern of increased AMPA and increased NMDA that we would expect to produce hallucinations. CFF don’t mention this, but I would also like to add my theory of pattern-matching based mysticism. Make the top-down prior-using NMDA system strong enough, and the entire world collapses into a single narrative, a divine grand plan in which everything makes sense and you understand all of it. This is also something I associate with LSD.


If dopamine represents a confidence interval, then increased dopaminergic signaling should mean narrowed confidence intervals and increased certainty. Perceptually, this would correspond to increased sensory acuity. More abstractly, it might increase “self-confidence” as usually described. Amphetamines, which act as dopamine agonists, do both. Amphetamine users report increased visual acuity (weirdly, they also report blurred vision sometimes; I don’t understand exactly what’s going on here). They also create an elevated mood and grandiose delusions, making users more sure of themselves and making them feel like they can do anything.


(something I remain confused about: elevated mood and grandiose delusions are also typical of bipolar mania. People on amphetamines and other dopamine agonists act pretty much exactly like manic people. Antidopaminergic drugs like olanzapine are very effective acute antimanics. But people don’t generally think of mania as primarily dopaminergic. Why not?)


CFF end their paper with a discussion of sensory deprivation. If perception is a handshake between bottom-up sense-data and top-down priors, what happens when we turn the sense-data off entirely? Psychologists note that most people go a little crazy when placed in total sensory deprivation, but that schizophrenics actually seem to do better under sense-deprivation conditions. Why?


The brain filters sense-data to adjust for ambient conditions. For example, when it’s very dark, your eyes gradually adjust until you can see by whatever light is present. When it’s perfectly silent, you can hear the proverbial pin drop. In a state of total sensory deprivation, any attempt to adjust to a threshold where you can detect the nonexistent signal is actually just going to bring you down below the point where you’re picking up noise. As with LSD, when there’s too much noise the top-down systems do their best to impose structure on it, leading to hallucinations; when they fail, you get delusions. If schizophrenics have inherently noisy perceptual systems, such that all perception comes with noise the same way a bad microphone gives off bursts of static whenever anyone tries to speak into it, then their brains will actually become less noisy as sense-data disappears.


(this might be a good time to remember that no congentally blind people ever develop schizophrenia and no one knows why)


II

Lawson, Rees, and Friston (2014) offer a Bayesian link to autism.


(there are probably a lot of links between Bayesians and autism, but this is the only one that needs a journal article)


They argue that autism is a form of aberrant precision. That is, confidence intervals are too low; bottom-up sense-data cannot handshake with top-down models unless they’re almost-exactly the same. Since they rarely are, top-down models lose their ability to “smooth over” bottom-up information. The world is full of random noise that fails to cohere into any more general plan.


Right now I’m sitting in a room writing on a computer. A white noise machine produces white noise. A fluorescent lamp flickers overhead. My body is doing all sorts of body stuff like digesting food and pumping blood. There are a few things I need to concentrate on: this essay I’m writing, my pager if it goes off, any sorts of sudden dramatic pains in my body that might indicate a life-threatening illness. But I don’t need to worry about the feeling of my back against the back of the chair, or the occasional flickers of the fluorescent light, or the feeling of my shirt on my skin.


A well-functioning perceptual system gates out those things I don’t need to worry about. Since my shirt always feels more or less similar on my skin, my top-down model learns to predict that feeling. When the top-down model predicts the shirt on my skin, and my bottom-up sensation reports the shirt on my skin, they handshake and agree that all is well. Even if a slight change in posture makes a different part of my shirt brush against my skin than usual, the confidence intervals are wide: it is still an instance of the class “shirt on skin”, it “snaps” into my shirt-on-skin schema, and the perceptual handshake goes off successfully, and all remains well. If something dramatic happens – for example my pager starts beeping really loudly – then my top-down model, which has thus far predicted silence – is rudely surprised by the sudden burst of noise. The perceptual handshake fails, and I am startled, upset, and instantly stop writing my essay as I try to figure out what to do next (hopefully answer my pager). The system works.


The autistic version works differently. The top-down model tries to predict the feeling of the shirt on my skin, but tiny changes in the position of the shirt change the feeling somewhat; bottom-up data does not quite match top-down prediction. In a neurotypical with wide confidence intervals, the brain would shrug off such a tiny difference, declare it good enough for government work, and (correctly) ignore it. In an autistic person, the confidence intervals are very narrow; the top-down systems expect the feeling of shirt-on-skin, but the bottom-up systems report a slightly different feeling of shirt-on-skin. These fail to snap together, the perceptual handshake fails, and the brain flags it as important; the autistic person is startled, upset, and feels like stopping what they’re doing in order to attend to it.


(in fact, I think the paper might be claiming that “attention” just means a localized narrowing of confidence intervals in a certain direction; for example, if I pay attention to the feeling of my shirt on my skin, then I can feel every little fold and micromovement. This seems like an important point with a lot of implications.)


Such handshake failures match some of the sensory symptoms of autism pretty well. Autistic people dislike environments that are (literally or metaphorically) noisy. Small sensory imperfections bother them. They literally get annoyed by scratchy clothing. They tend to seek routine, make sure everything is maximally predictable, and act as if even tiny deviations from normal are worthy of alarm.


They also stim. LRF interpret stimming as an attempt to control sensory predictive environment. If you’re moving your arms in a rhythmic motion, the overwhelming majority of sensory input from your arm is from that rhythmic motion; tiny deviations get lost in the larger signal, the same way a firefly would disappear when seen against the blaze of a searchlight. The rhythmic signal which you yourself are creating and keeping maximally rhythmic is the most predictable thing possible. Even something like head-banging serves to create extremely strong sensory data – sensory data whose production the head-banger is themselves in complete control of. If the brain is in some sense minimizing predictive error, and there’s no reasonable way to minimize prediction error because your predictive system is messed up and registering everything as a dangerous error – then sometimes you have to take things into your own hands, bang your head against a metal wall, and say “I totally predicted all that pain”.


(the paper doesn’t mention this, but it wouldn’t surprise me if weighted blankets work the same way. A bunch of weights placed on top of you will predictably stay there; if they’re heavy enough this is one of the strongest sensory signals you’re receiving and it might “raise your average” in terms of having low predictive error)


What about all the non-sensory-gating-related symptoms of autism? LRF think that autistic people dislike social interaction because it’s “the greatest uncertainty”; other people are the hardest-to-predict things we encounter. Neurotypical people are able to smooth social interaction into general categories: this person seems friendly, that person probably doesn’t like me. Autistic people get the same bottom-up data: an eye-twitch here, a weird half-smile there – but it never snaps into recognizable models; it just stays weird uninterpretable clues. So:



This provides a simple explanation for the pronounced social-communication difficulties in autism; given that other agents are arguably the most difficult things to predict. In the complex world of social interactions, the many-to-one mappings between causes and sensory input are dramatically increased and difficult to learn; especially if one cannot contextualize the prediction errors that drive that learning.



They don’t really address differences between autists and neurotypicals in terms of personality or skills. But a lot of people have come up with stories about how autistic people are better at tasks that require a lot of precision and less good at tasks that require central coherence, which seems like sort of what this theory would predict.


LRF ends by discussing biochemical bases. They agree with CFF that top-down processing is probably related to NMDA receptors, and so suspect this is damaged in autism. Transgenic mice who lack an important NMDA receptor component seem to behave kind of like autistic humans, which they take as support for their model – although obviously a lot more research is needed. They agree that acetylcholine “modulates” all of this and suggest it might be a promising pathway for future research. They agree with CFF that dopamine may represent precision/confidence, but despite their whole spiel being that precision/confidence is messed up in autism, they don’t have much to say about dopamine except that it probably modulates something, just like everything else.


III

All of this is fascinating and elegant. But is it elegant enough?


I notice that I am confused about the relative role of NMDA and AMPA in producing hallucinations and delusions. CFF say that enhanced NMDA signaling results in hallucinations as the brain tries to add excess order to experience and “overfits” the visual data. Fine. So maybe you get a tiny bit of visual noise and think you’re seeing the Devil. But shouldn’t NMDA and top-down processing also be the system that tells you there is a high prior against the Devil being in any particular visual region?


Also, once psychotics develop a delusion, that delusion usually sticks around. It might be that a stray word in a newspaper makes someone think that the FBI is after them, but once they think the FBI is after them, they fit everything into this new paradigm – for example, they might think their psychiatrist is an FBI agent sent to poison them. This sounds a lot like a new, very strong prior! Their doctor presumably isn’t doing much that seems FBI-agent-ish, but because they’re working off a narrative of the FBI coming to get them, they fit everything, including their doctor, into that story. But if psychosis is a case of attenuated priors, why should that be?


(maybe they would answer that because psychotic people also have increased dopamine, they believe in the FBI with absolute certainty? But then how come most psychotics don’t seem to be manic – that is, why aren’t they overconfident in anything except their delusions?)


LRF discuss prediction error in terms of mild surprise and annoyance; you didn’t expect a beeping noise, the beeping noise happened, so you become startled. CFF discuss prediction error as sudden surprising salience, but then say that the attribution of salience to an odd stimulus creates a delusion of reference, a belief that it’s somehow pregnant with secret messages. These are two very different views of prediction error; an autist wearing uncomfortable clothes might be constantly focusing on their itchiness rather than on whatever she’s trying to do at the time, but she’s not going to start thinking they’re a sign from God. What’s the difference?


Finally, although they highlighted a selection of drugs that make sense within their model, others seem not to. For example, there’s some discussion of ampakines for schizophrenia. But this is the opposite of what you’d want if psychosis involved overactive AMPA signaling! I’m not saying that the ampakines for schizophrenia definitely work, but they don’t seem to make the schizophrenia noticeably worse either.


Probably this will end the same way most things in psychiatry end – hopelessly bogged down in complexity. Probably AMPA does one thing in one part of the brain, the opposite in other parts of the brain, and it’s all nonlinear and different amounts of AMPA will have totally different effects and maybe downregulate itself somewhere else.


Still, it’s neat to have at least a vague high-level overview of what might be going on.
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I

Sometimes I have the fantasy of being able to glut myself on Knowledge. I imagine meeting a time traveler from 2500, who takes pity on me and gives me a book from the future where all my questions have been answered, one after another. What’s consciousness? That’s in Chapter 5. How did something arise out of nothing? Chapter 7. It all makes perfect intuitive sense and is fully vouched by unimpeachable authorities. I assume something like this is how everyone spends their first couple of days in Heaven, whatever it is they do for the rest of Eternity.


And every so often, my fantasy comes true. Not by time travel or divine intervention, but by failing so badly at paying attention to the literature that by the time I realize people are working on a problem it’s already been investigated, experimented upon, organized into a paradigm, tested, and then placed in a nice package and wrapped up with a pretty pink bow so I can enjoy it all at once.


The predictive processing model is one of these well-wrapped packages. Unbeknownst to me, over the past decade or so neuroscientists have come up with a real theory of how the brain works – a real unifying framework theory like Darwin’s or Einstein’s – and it’s beautiful and it makes complete sense.


Surfing Uncertainty isn’t pop science and isn’t easy reading. Sometimes it’s on the border of possible-at-all reading. Author Andy Clark (a professor of logic and metaphysics, of all things!) is clearly brilliant, but prone to going on long digressions about various esoteric philosophy-of-cognitive-science debates. In particular, he’s obsessed with showing how “embodied” everything is all the time. This gets kind of awkward, since the predictive processing model isn’t really a natural match for embodiment theory, and describes a brain which is pretty embodied in some ways but not-so-embodied in others. If you want a hundred pages of apologia along the lines of “this may not look embodied, but if you squint you’ll see how super-duper embodied it really is!”, this is your book.


It’s also your book if you want to learn about predictive processing at all, since as far as I know this is the only existing book-length treatment of the subject. And it’s comprehensive, scholarly, and very good at giving a good introduction to the theory and why it’s so important. So let’s be grateful for what we’ve got and take a look.


II

Stanislas Dehaene writes of our senses:



We never see the world as our retina sees it. In fact, it would be a pretty horrible sight: a highly distorted set of light and dark pixels, blown up toward the center of the retina, masked by blood vessels, with a massive hole at the location of the “blind spot” where cables leave for the brain; the image would constantly blur and change as our gaze moved around. What we see, instead, is a three-dimensional scene, corrected for retinal defects, mended at the blind spot, stabilized for our eye and head movements, and massively reinterpreted based on our previous experience of similar visual scenes. All these operations unfold unconsciously—although many of them are so complicated that they resist computer modeling. For instance, our visual system detects the presence of shadows in the image and removes them. At a glance, our brain unconsciously infers the sources of lights and deduces the shape, opacity, reflectance, and luminance of the objects.



Predictive processing begins by asking: how does this happen? By what process do our incomprehensible sense-data get turned into a meaningful picture of the world?


The key insight: the brain is a multi-layer prediction machine. All neural processing consists of two streams: a bottom-up stream of sense data, and a top-down stream of predictions. These streams interface at each level of processing, comparing themselves to each other and adjusting themselves as necessary.


The bottom-up stream starts out as all that incomprehensible light and darkness and noise that we need to process. It gradually moves up all the cognitive layers that we already knew existed – the edge-detectors that resolve it into edges, the object-detectors that shape the edges into solid objects, et cetera.


The top-down stream starts with everything you know about the world, all your best heuristics, all your priors, everything that’s ever happened to you before – everything from “solid objects can’t pass through one another” to “e = mc2” to “that guy in the blue uniform is probably a policeman”. It uses its knowledge of concepts to make predictions – not in the form of verbal statements, but in the form of expected sense data. It makes some guesses about what you’re going to see, hear, and feel next, and asks “Like this?” These predictions gradually move down all the cognitive layers to generate lower-level predictions. If that uniformed guy was a policeman, how would that affect the various objects in the scene? Given the answer to that question, how would it affect the distribution of edges in the scene? Given the answer to that question, how would it affect the raw-sense data received?


Both streams are probabilistic in nature. The bottom-up sensory stream has to deal with fog, static, darkness, and neural noise; it knows that whatever forms it tries to extract from this signal might or might not be real. For its part, the top-down predictive stream knows that predicting the future is inherently difficult and its models are often flawed. So both streams contain not only data but estimates of the precision of that data. A bottom-up percept of an elephant right in front of you on a clear day might be labelled “very high precision”; one of a a vague form in a swirling mist far away might be labelled “very low precision”. A top-down prediction that water will be wet might be labelled “very high precision”; one that the stock market will go up might be labelled “very low precision”.


As these two streams move through the brain side-by-side, they continually interface with each other. Each level receives the predictions from the level above it and the sense data from the level below it. Then each level uses Bayes’ Theorem to integrate these two sources of probabilistic evidence as best it can. This can end up a couple of different ways.


First, the sense data and predictions may more-or-less match. In this case, the layer stays quiet, indicating “all is well”, and the higher layers never even hear about it. The higher levels just keep predicting whatever they were predicting before.


Second, low-precision sense data might contradict high-precision predictions. The Bayesian math will conclude that the predictions are still probably right, but the sense data are wrong. The lower levels will “cook the books” – rewrite the sense data to make it look as predicted – and then continue to be quiet and signal that all is well. The higher levels continue to stick to their predictions.


Third, there might be some unresolvable conflict between high-precision sense-data and predictions. The Bayesian math will indicate that the predictions are probably wrong. The neurons involved will fire, indicating “surprisal” – a gratuitiously-technical neuroscience term for surprise. The higher the degree of mismatch, and the higher the supposed precision of the data that led to the mismatch, the more surprisal – and the louder the alarm sent to the higher levels.


When the higher levels receive the alarms from the lower levels, this is their equivalent of bottom-up sense-data. They ask themselves: “Did the even-higher-levels predict this would happen?” If so, they themselves stay quiet. If not, they might try to change their own models that map higher-level predictions to lower-level sense data. Or they might try to cook the books themselves to smooth over the discrepancy. If none of this works, they send alarms to the even-higher-levels.


All the levels really hate hearing alarms. Their goal is to minimize surprisal – to become so good at predicting the world (conditional on the predictions sent by higher levels) that nothing ever surprises them. Surprise prompts a frenzy of activity adjusting the parameters of models – or deploying new models – until the surprise stops.


All of this happens several times a second. The lower levels constantly shoot sense data at the upper levels, which constantly adjust their hypotheses and shoot them down at the lower levels. When surprise is registered, the relevant levels change their hypotheses or pass the buck upwards. After umpteen zillion cycles, everyone has the right hypotheses, nobody is surprised by anything, and the brain rests and moves on to the next task. As per the book:



To deal rapidly and fluently with an uncertain and noisy world, brains like ours have become masters of prediction – surfing the waves and noisy and ambiguous sensory stimulation by, in effect, trying to stay just ahead of them. A skilled surfer stays ‘in the pocket’: close to, yet just ahead of the place where the wave is breaking. This provides power and, when the wave breaks, it does not catch her. The brain’s task is not dissimilar. By constantly attempting to predict the incoming sensory signal we become able – in ways we shall soon explore in detail – to learn about the world around us and to engage that world in thought and action.



The result is perception, which the PP theory describes as “controlled hallucination”. You’re not seeing the world as it is, exactly. You’re seeing your predictions about the world, cashed out as expected sensations, then shaped/constrained by the actual sense data.


III

Enough talk. Let’s give some examples. Most of you have probably seen these before, but it never hurts to remind:


[image: ]

This demonstrates the degree to which the brain depends on top-down hypotheses to make sense of the bottom-up data. To most people, these two pictures start off looking like incoherent blotches of light and darkness. Once they figure out what they are (spoiler) the scene becomes obvious and coherent. According to the predictive processing model, this is how we perceive everything all the time – except usually the concepts necessary to make the scene fit together come from our higher-level predictions instead of from clicking on a spoiler link.


[image: ]

This demonstrates how the top-down stream’s efforts to shape the bottom-up stream and make it more coherent can sometimes “cook the books” and alter sensation entirely. The real picture says “PARIS IN THE THE SPRINGTIME” (note the duplicated word “the”!). The top-down stream predicts this should be a meaningful sentence that obeys English grammar, and so replaces the the bottom-up stream with what it thinks that it should have said. This is a very powerful process – how many times have I repeated the the word “the” in this paragraph alone without you noticing?


[image: ]

A more ambiguous example of “perception as controlled hallucination”. Here your experience doesn’t quite deny the jumbled-up nature of the letters, but it superimposes a “better” and more coherent experience which appears naturally alongside.


 https://www.youtube.com/embed/Ftdb5EKqjIo?rel=0&controls=0&showinfo=0&start=42


Next up – this low-quality video of an airplane flying at night. Notice how after an instant, you start to predict the movement and characteristics of the airplane, so that you’re no longer surprised by the blinking light, the movement, the other blinking light, the camera shakiness, or anything like that – in fact, if the light stopped blinking, you would be surprised, even though naively nothing could be less surprising than a dark portion of the night sky staying dark. After a few seconds of this, the airplane continuing on its (pretty complicated) way just reads as “same old, same old”. Then when something else happens – like the camera panning out, or the airplane making a slight change in trajectory – you focus entirely on that, the blinking lights and movement entirely forgotten or at least packed up into “airplane continues on its blinky way”. Meanwhile, other things – like the feeling of your shirt against your skin – have been completely predicted away and blocked from consciousness, freeing you to concentrate entirely on any subtle changes in the airplane’s motion.


 https://www.youtube.com/embed/66tQR7koR_Q


In the same vein: this is Rick Astley’s “Never Going To Give You Up” repeated again and again for ten hours (you can find some weird stuff on YouTube). The first hour, maybe you find yourself humming along occasionally. By the second hour, maybe it’s gotten kind of annoying. By the third hour, you’ve completely forgotten it’s even on at all.


But suppose that one time, somewhere around the sixth hour, it skipped two notes – just the two syllables “never”, so that Rick said “Gonna give you up.” Wouldn’t the silence where those two syllables should be sound as jarring as if somebody set off a bomb right beside you? Your brain, having predicted sounds consistent with “Never Gonna Give You Up” going on forever, suddenly finds its expectations violated and sends all sorts of alarms to the higher levels, where they eventually reach your consciousness and make you go “What the heck ?”


IV

Okay. You’ve read a lot of words. You’ve looked at a lot of pictures. You’ve listened to “Never Gonna Give You Up” for ten hours. Time for the payoff. Let’s use this theory to explain everything.


1. Attention

In PP, attention measures “the confidence interval of your predictions”. Sense-data within the confidence intervals counts as a match and doesn’t register surprisal. Sense-data outside the confidence intervals fails and alerts higher levels and eventually consciousness.


This modulates the balance between the top-down and bottom-up streams. High attention means that perception is mostly based on the bottom-up stream, since every little deviation is registering an error and so the overall perceptual picture is highly constrained by sensation. Low attention means that perception is mostly based on the top-down stream, and you’re perceiving only a vague outline of the sensory image with your predictions filling in the rest.


There’s a famous experiment which you can try below – if you’re trying it, make sure to play the whole video before moving on:


 https://www.youtube.com/embed/vJG698U2Mvo?rel=0&controls=0&showinfo=0


…


…


About half of subjects, told to watch the players passing the ball, don’t notice the gorilla. Their view of the ball-passing is closely constrained by the bottom-up stream; they see mostly what is there. But their view of the gorilla is mostly dependent on the top-down stream. Their confidence intervals are wide. Somewhere in your brain is a neuron saying “is that a guy in a gorilla suit?” Then it consults the top-down stream, which says “This is a basketball game, you moron”, and it smooths out the anomalous perception into something that makes sense like another basketball player.


But if you watch the video with the prompt “Look for something strange happening in the midst of all this basketball-playing”, you see the gorilla immediately. Your confidence intervals for unusual things are razor-thin; as soon as that neuron sees the gorilla it sends alarms to higher levels, and the higher levels quickly come up with a suitable hypothesis (“there’s a guy in a gorilla suit here”) which makes sense of the new data.


There’s an interesting analogy to vision here, where the center of your vision is very clear, and the outsides are filled in in a top-down way – I have a vague sense that my water bottle is in the periphery right now, but only because I kind of already know that, and it’s more of a mental note of “water bottle here as long as you ask no further questions” than a clear image of it. The extreme version of this is the blind spot, which gets filled in entirely with predicted imagery despite receiving no sensation at all.


2. Imagination, Simulation, Dreaming, Etc.

Imagine a house. Now imagine a meteor crashing into the house. Your internal mental simulation was probably pretty good. Without even thinking about it, you got it to obey accurate physical laws like “the meteor continues on a constant trajectory”, “the impact happens in a realistic way”, “the impact shatters the meteorite”, and “the meteorite doesn’t bounce back up to space like a basketball”. Think how surprising this is.


In fact, think how surprising it is that you can imagine the house at all. This really high level concept – “house” – has been transformed in your visual imaginarium into a pretty good picture of a house, complete with various features, edges, colors, et cetera (if it hasn’t, read here). This is near-miraculous. Why do our brains have this apparently useless talent?


PP says that the highest levels of our brain make predictions in the form of sense data. They’re not just saying “I predict that guy over there is a policeman”, they’re generating the image of a policeman, cashing it out in terms of sense data, and colliding it against the sensory stream to see how it fits. The sensory stream gradually modulates it to fit the bottom-up evidence – a white or black policeman, a mustached or clean-shaven policeman. But the top-down stream is doing a lot of the work here. We are able to imagine the meteor, using the same machinery that would guide our perception of the meteor if we saw it up in the sky.


All of this goes double for dreaming. If “perception is controlled hallucination” caused by the top-down drivers of perception constrained by bottom-up evidence, then dreams are those top-down drivers playing around with themselves unconstrained by anything at all (or else very weakly constrained by bottom-up evidence, like when it’s really cold in your bedroom and you dream you’re exploring the North Pole).


A lot of people claim higher levels of this – lucid dreaming, astral projection, you name it, worlds exactly as convincing as our own but entirely imaginary. Predictive processing is very sympathetic to these accounts. The generative models that create predictions are really good; they can simulate the world well enough that it rarely surprises us. They also connect through various layers to our bottom-level perceptual apparatus, cashing out their predictions in terms of the lowest-level sensory signals. Given that we’ve got a top-notch world-simulator plus perception-generator in our heads, it shouldn’t be surprising when we occasionally perceive ourselves in simulated worlds.


3. Priming

I don’t mean the weird made-up kinds of priming that don’t replicate. I mean the very firmly established ones, like the one where, if you flash the word “DOCTOR” at a subject, they’ll be much faster and more skillful in decoding a series of jumbled and blurred letters into the word “NURSE”.


This is classic predictive processing. The top-down stream’s whole job is to assist the bottom-up stream in making sense of complicated fuzzy sensory data. After it hears the word “DOCTOR”, the top-down stream is already thinking “Okay, so we’re talking about health care professionals”. This creeps through all the lower levels as a prior for health-care related things; when the sense organs receive data that can be associated in a health-care related manner, the high prior helps increase the precision of this possibility until it immediately becomes the overwhelming leading hypothesis.


4. Learning

There’s a philosophical debate – which I’m not too familiar with, so sorry if I get it wrong – about how “unsupervised learning” is possible. Supervised reinforcement learning is when an agent tries various stuff, and then someone tells the agent if it’s right or wrong. Unsupervised learning is when nobody’s around to tell you, and it’s what humans do all the time.


PP offers a compelling explanation: we create models that generate sense data, and keep those models if the generated sense data match observation. Models that predict sense data well stick around; models that fail to predict the sense data accurately get thrown out. Because of all those lower layers adjusting out contingent features of the sensory stream, any given model is left with exactly the sense data necessary to tell it whether it’s right or wrong.


PP isn’t exactly blank slatist, but it’s compatible with a slate that’s pretty fricking blank. Clark discusses “hyperpriors” – extremely basic assumptions about the world that we probably need to make sense of anything at all. For example, one hyperprior is sensory synchronicity – the idea that our five different senses are describing the same world, and that the stereo we see might be the source of the music we hear. Another hyperprior is object permanence – the idea that the world is divided into specific objects that stick around whether or not they’re in the sensory field. Clark says that some hyperpriors might be innate – but says they don’t have to be, since PP is strong enough to learn them on its own if it has to. For example, after enough examples of, say, seeing a stereo being smashed with a hammer at the same time that music suddenly stops, the brain can infer that connecting the visual and auditory evidence together is a useful hack that helps it to predict the sensory stream.


I can’t help thinking here of Molyneux’s Problem, a thought experiment about a blind-from-birth person who navigates the world through touch alone. If suddenly given sight, could the blind person naturally connect the visual appearance of a cube to her own concept “cube”, which she derived from the way cubes feel? In 2003, some researchers took advantage of a new cutting-edge blindness treatment to test this out ; they found that no, the link isn’t intuitively obvious to them. Score one for learned hyperpriors.


But learning goes all the way from these kinds of really basic hyperpriors all the way up to normal learning like what the capital of France is – which, if nothing else, helps predict what’s going to be on the other side of your geography flashcard, and which high-level systems might keep as a useful concept to help it make sense of the world and predict events.


5. Motor Behavior

About a third of Surfing Uncertainty is on the motor system, it mostly didn’t seem that interesting to me, and I don’t have time to do it justice here (I might make another post on one especially interesting point). But this has been kind of ignored so far. If the brain is mostly just in the business of making predictions, what exactly is the motor system doing?


Based on a bunch of really excellent experiments that I don’t have time to describe here, Clark concludes: it’s predicting action, which causes the action to happen.


This part is almost funny. Remember, the brain really hates prediction error and does its best to minimize it. With failed predictions about eg vision, there’s not much you can do except change your models and try to predict better next time. But with predictions about proprioceptive sense data (ie your sense of where your joints are), there’s an easy way to resolve prediction error: just move your joints so they match the prediction. So (and I’m asserting this, but see Chapters 4 and 5 of the book to hear the scientific case for this position) if you want to lift your arm, your brain just predicts really really strongly that your arm has been lifted, and then lets the lower levels’ drive to minimize prediction error do the rest.


Under this model, the “prediction” of a movement isn’t just the idle thought that a movement might occur, it’s the actual motor program. This gets unpacked at all the various layers – joint sense, proprioception, the exact tension level of various muscles – and finally ends up in a particular fluid movement:



Friston and colleagues… suggest that precise proprioceptive predictions directly elicit motor actions. This means that motor commands have been replaced by (or as I would rather say, implemented by) proprioceptive predictions. According to active inference, the agent moves body and sensors in ways that amount to actively seeking out the sensory consequences that their brains expect. Perception, cognition, and action – if this unifying perspective proves correct – work together to minimize sensory prediction errors by selectively sampling and actively sculpting the stimulus array. This erases any fundamental computational line between perception and the control of action. There remains [only] an obvious difference in direction of fit. Perception here matches hural hypotheses to sensory inputs… while action brings unfolding proprioceptive inputs into line with neural predictions. The difference, as Anscombe famously remarked, is akin to that between consulting a shopping list (thus letting the list determine the contents of the shopping basket) and listing some actually purchased items (thus letting the contents of the shopping basket determine the list). But despite the difference in direction of fit, the underlying form of the neural computations is now revealed as the same.



6. Tickling Yourself

One consequence of the PP model is that organisms are continually adjusting out their own actions. For example, if you’re trying to predict the movement of an antelope you’re chasing across the visual field, you need to adjust out the up-down motion of your own running. So one “hyperprior” that the body probably learns pretty early is that if it itself makes a motion, it should expect to feel the consequences of that motion.


There’s a really interesting illusion called the force-matching task. A researcher exerts some force against a subject, then asks the subject to exert exactly that much force against something else. Subjects’ forces are usually biased upwards – they exert more force than they were supposed to – probably because their brain’s prediction engines are “cancelling out” their own force. Clark describes one interesting implication:



The same pair of mechanisms (forward-model-based prediction and the dampening of resulting well-predicted sensation) have been invoked to explain the unsettling phenomenon of ‘force escalation’. In force escalation, physical exchanges (playground fights being the most common exemplar) mutually ramp up via a kind of step-ladder effect in which each person believes the other one hit them harder. Shergill et al describe experiments that suggest that in such cases each person is truthfully reporting their own sensations, but that those sensations are skewed by the attenuating effects of self-prediction. Thus, ‘self-generated forces are perceived as weaker than externally generated forces of equal magnitude.’



This also explains why you can’t tickle yourself – your body predicts and adjusts away your own actions, leaving only an attenuated version.


7. The Placebo Effect

We hear a lot about “pain gating” in the spine, but the PP model does a good job of explaining what this is: adjusting pain based on top-down priors. If you believe you should be in pain, the brain will use that as a filter to interpret ambiguous low-precision pain signals. If you believe you shouldn’t, the brain will be more likely to assume ambiguous low-precision pain signals are a mistake. So if you take a pill that doctors assure you will cure your pain, then your lower layers are more likely to interpret pain signals as noise, “cook the books” and prevent them from reaching your consciousness.


Psychosomatic pain is the opposite of this; see Section 7.10 of the book for a fuller explanation.


8. Asch Conformity Experiment

More speculative, and not from the book. But remember this one? A psychologist asked subjects which lines were the same length as other lines. The lines were all kind of similar lengths, but most subjects were still able to get the right answer. Then he put the subjects in a group with confederates; all of the confederates gave the same wrong answer. When the subject’s turn came, usually they would disbelieve their eyes and give the same wrong answer as the confederates.


The bottom-up stream provided some ambiguous low-precision bottom-up evidence pointing toward one line. But in the final Bayesian computation, those were swamped by the strong top-down prediction that it would be another. So the middle layers “cooked the books” and replaced the perceived sensation with the predicted one. From Wikipedia:



Participants who conformed to the majority on at least 50% of trials reported reacting with what Asch called a “distortion of perception”. These participants, who made up a distinct minority (only 12 subjects), expressed the belief that the confederates’ answers were correct, and were apparently unaware that the majority were giving incorrect answers.



9. Neurochemistry

PP offers a way to a psychopharmacological holy grail – an explanation of what different neurotransmitters really mean, on a human-comprehensible level. Previous attempts to do this, like “dopamine represents reward, serotonin represents calmness”, have been so wildly inadequate that the whole question seems kind of disreputable these days.


But as per PP, the NMDA glutamatergic system mostly carries the top-down stream, the AMPA glutamatergic system mostly carries the bottom-up stream, and dopamine mostly carries something related to precision, confidence intervals, and surprisal levels. This matches a lot of observational data in a weirdly consistent way – for example, it doesn’t take a lot of imagination to think of the slow, hesitant movements of Parkinson’s disease as having “low motor confidence”.


10. Autism

Various research in the PP tradition has coalesced around the idea of autism as an unusually high reliance on bottom-up rather than top-down information, leading to “weak central coherence” and constant surprisal as the sensory data fails to fall within pathologically narrow confidence intervals.


Autistic people classically can’t stand tags on clothing – they find them too scratchy and annoying. Remember the example from Part III about how you successfully predicted away the feeling of the shirt on your back, and so manage never to think about it when you’re trying to concentrate on more important things? Autistic people can’t do that as well. Even though they have a layer in their brain predicting “will continue to feel shirt”, the prediction is too precise; it predicts that next second, the shirt will produce exactly the same pattern of sensations it does now. But realistically as you move around or catch passing breezes the shirt will change ever so slightly – at which point autistic people’s brains will send alarms all the way up to consciousness, and they’ll perceive it as “my shirt is annoying”.


Or consider the classic autistic demand for routine, and misery as soon as the routine is disrupted. Because their brains can only make very precise predictions, the slightest disruption to routine registers as strong surprisal, strong prediction failure, and “oh no, all of my models have failed, nothing is true, anything is possible!” Compare to a neurotypical person in the same situation, who would just relax their confidence intervals a little bit and say “Okay, this is basically 99% like a normal day, whatever”. It would take something genuinely unpredictable – like being thrown on an unexplored continent or something – to give these people the same feeling of surprise and unpredictability.


This model also predicts autistic people’s strengths. We know that polygenic risk for autism is positively associated with IQ. This would make sense if the central feature of autism was a sort of increased mental precision. It would also help explain why autistic people seem to excel in high-need-for-precision areas like mathematics and computer programming.


11. Schizophrenia

Converging lines of research suggest this also involves weak priors, apparently at a different level to autism and with different results after various compensatory mechanisms have had their chance to kick in. One especially interesting study asked neurotypicals and schizophrenics to follow a moving light, much like the airplane video in Part III above. When the light moved in a predictable pattern, the neurotypicals were much better at tracking it; when it was a deliberately perverse video specifically designed to frustrate expectations, the schizophrenics actually did better. This suggests that neurotypicals were guided by correct top-down priors about where the light would be going; schizophrenics had very weak priors and so weren’t really guided very well, but also didn’t screw up when the light did something unpredictable. Schizophrenics are also famous for not being fooled by the “hollow mask” (below) and other illusions where top-down predictions falsely constrain bottom-up evidence. My guess is they’d be more likely to see both ‘the’s in the “PARIS IN THE THE SPRINGTIME” image above.


[image: ]

The exact route from this sort of thing to schizophrenia is really complicated, and anyone interested should check out Section 2.12 and the whole of Chapter 7 from the book. But the basic story is that it creates waves of anomalous prediction error and surprisal, leading to the so-called “delusions of significance” where schizophrenics believe that eg the fact that someone is wearing a hat is some sort of incredibly important cosmic message. Schizophrenics’ brains try to produce hypotheses that explain all of these prediction errors and reduce surprise – which is impossible, because the prediction errors are random. This results in incredibly weird hypotheses, and eventually in schizophrenic brains being willing to ignore the bottom-up stream entirely – hence hallucinations.


All this is treated with antipsychotics, which antagonize dopamine, which – remember – represents confidence level. So basically the medication is telling the brain “YOU CAN IGNORE ALL THIS PREDICTION ERROR, EVERYTHING YOU’RE PERCEIVING IS TOTALLY GARBAGE SPURIOUS DATA” – which turns out to be exactly the message it needs to hear.


An interesting corollary of all this – because all of schizophrenics’ predictive models are so screwy, they lose the ability to use the “adjust away the consequences of your own actions” hack discussed in Part 5 of this section. That means their own actions don’t get predicted out, and seem like the actions of a foreign agent. This is why they get so-called “delusions of agency”, like “the government beamed that thought into my brain” or “aliens caused my arm to move just now”. And in case you were wondering – yes, schizophrenics can tickle themselves.


12. Everything else

I can’t possibly do justice to the whole of Surfing Uncertainty, which includes sections in which it provides lucid and compelling PP-based explanations of hallucinations, binocular rivalry, conflict escalation, and various optical illusions. More speculatively, I can think of really interesting connections to things like phantom limbs, creativity (and its association with certain mental disorders), depression, meditation, etc, etc, etc.


The general rule in psychiatry is: if you think you’ve found a theory that explains everything, diagnose yourself with mania and check yourself into the hospital. Maybe I’m not at that point yet – for example, I don’t think PP does anything to explain what mania itself is. But I’m pretty close.


IV

This is a really poor book review of Surfing Uncertainty, because I only partly understood it. I’m leaving out a lot of stuff about the motor system, debate over philosophical concepts with names like “enactivism”, descriptions of how neurons form and unform coalitions, and of course a hundred pages of apologia along the lines of “this may not look embodied, but if you squint you’ll see how super-duper embodied it really is!”. As I reread and hopefully come to understand some of this better, it might show up in future posts.


But speaking of philosophical debates, there’s one thing that really struck me about the PP model. Voodoo psychology suggests that culture and expectation tyrannically shape our perceptions. Taken to an extreme, objective knowledge is impossible, since all our sense-data is filtered through our own bias. Taken to a very far extreme, we get things like What The !@#$ Do We Know?‘s claim that the Native Americans literally couldn’t see Columbus’ ships, because they had no concept of “caravel” and so the percept just failed to register. This sort of thing tends to end by arguing that science was invented by straight white men, and so probably just reflects straight white maleness, and so we should ignore it completely and go frolic in the forest or something.


Predictive processing is sympathetic to all this. It takes all of this stuff like priming and the placebo effect, and it predicts it handily. But it doesn’t give up. It (theoretically) puts it all on a sound mathematical footing, explaining exactly how much our expectations should shape our reality, and in which ways our expectation should shape our reality. I feel like someone armed with predictive processing and a bit of luck should have been able to predict that placebo effect and basic priming would work, but stereotype threat and social priming wouldn’t. Maybe this is total retrodictive cheating. But I feel like it should be possible.


If this is true, it gives us more confidence that our perceptions should correspond – at least a little – to the external world. We can accept that we may be misreading “PARIS IN THE THE SPRINGTIME” while remaining confident that we wouldn’t misread “PARIS IN THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE THE SPRINGTIME” as containing only one “the”. Top-down processing very occasionally meddles in bottom-up sensation, but (as long as you’re not schizophrenic), it sticks to an advisory role rather than being able to steamroll over arbitrary amounts of reality.


The rationalist project is overcoming bias, and that requires both an admission that bias is possible, and a hope that there’s something other than bias which we can latch onto as a guide. Predictive processing gives us more confidence in both, and helps provide a convincing framework we can use to figure out what’s going on at all levels of cognition.

 




















Book Review: Behavior – The Control Of Perception

March 6, 2017


 Epistemic status: I only partly understood this book and am trying to review it anyway as best I can.


I

People complain that psychology is paradigmless; it never got its Darwin or Newton to tie everything together. Nowadays people are pretty relaxed about that; who needs paradigms when you can do n = 50 studies on a mildly interesting effect? But historically, there were all of these larger-than-life figures who were sure they’d found the paradigm, geniuses who founded schools which flourished for a while, made big promises, then either fizzled out or toned down their claims enough to be accepted as slightly kooky parts of the mainstream. Sigmund Freud. BF Skinner. Carl Rogers. And those are just the big ones close to the mainstream. Everyone from Ayn Rand to Scientology tried their hand at the paradigm-inventing business for a while.


Will Powers (whose name turns out to be pretty appropriate) lands somewhere in the middle of this pack. He was an engineer/inventor who specialized in cybernetic systems but wandered into psychology sometime in the sixties. He argued that everything in the brain made perfect sense if you understood cybernetic principles, and came up with a very complicated but all-encompassing idea called Perceptual Control Theory which explained thought, sensation and behavior. A few people paid attention, and his work was described as paradigm-shifting by no less of an expert on paradigm shifts than Thomas Kuhn. But in the end it never really went anywhere, psychology moved on, and nowadays only a handful of people continue research in his tradition.


Somehow I kept running into this handful, and they kept telling me to read Powers’ book Behavior: The Control Of Perception, and I keep avoiding it. A few weeks ago I was driving down the road and I had a moment of introspection where I realized everything I was doing exactly fit Powers’ theory, so I decided to give it a chance.


Powers specializes in control systems. The classic control system is a thermostat, which controls temperature. It has a reference point, let’s say 70 degrees. If it gets much below 70 degrees, it turns on the heater until it’s 70 again; if it gets much above 70 degrees, it turns on the air conditioner until it’s 70 again. This is more complicated than it sounds, and there are other control systems that are even more complicated, but that’s the principle. Perceptual Control Theory says that this kind of system is the basic unit of the human brain.


While I was driving on the highway a few weeks ago, I realized how much of what I do is perceptual control. For example, I was effortlessly maintaining the right distance from the car in front of me. If the car sped up a tiny bit, I would speed up a tiny bit. If the car slowed down a little bit, I would slow down a little bit. Likewise, I was maintaining the right angle relative to the road: if I found myself veering right, I would turn slightly to the left; if I found myself veering left, I would turn slightly to the right.


The theory goes further: while I’m in the car, I’m also operating as my own thermostat. I have a desired temperature: if I go below it, I’ll turn on the heat, and if I go above it, I’ll turn on the AC. I have a desired level of satiety: if I’m hungry, I’ll stop and get something to eat; if I’m too full, there’s maybe not a huge amount I can do but I’ll at least stop eating. I have a desired level of light: if it’s too dark, I’ll turn on the lights; if it’s too bright I’ll put down the sun visor. I even have a desired angle to be sitting at: if I’m too far forward, I’ll relax and lean back a little bit; if I’m too far back, I’ll move forwards. All of this is so easy and automatic that I never think about it.


Powers’ theories go further. He agrees that my brain sets up a control system to keep my car the proper distance from the car in front of it. But how do I determine “the proper distance”? That quantity must be fed to the system by other parts of my brain. For example, suppose that the roads are icy and I know my brakes don’t work very well in the ice; I might keep a much further distance than usual. I’ll still be controlling the distance, I’ll just be controlling it differently. If the brain is control systems all the way down, we can imagine a higher-tier system controlling “accident risk” at some level (presumably low, or zero) feeding a distance level into a lower-tier system controlling car distance at whatever level it receives. We can even imagine higher systems than this. Suppose I’m depressed, I’ve become suicidal, I want to die in a car accident, but in order not to scandalize my family I have to let the accident happen sort of naturally. I have a top-level system controlling “desire to die” which tells a middle-level system controlling “accident risk” what level it should go at (high), which in turn tells a lower-tier system controlling “car distance” what level it should go at (very close).


It doesn’t even end there. My system controlling “car distance” is sending signals to a lower-tier system controlling muscle tension on my foot on the accelerator, giving it a new reference level (contracted muscles that push down on the accelerator really hard). Except this is an oversimplification, because everything that has to do with muscles is a million times more complicated than any reasonable person would think (at least until they play qwop) and so there’s actually a big hierarchy of control systems just going from “want to go faster” to “successfully tense accelerator-related muscles”.


II

Actually, Powers is at his most convincing when he talks about these lower-level functions. At this point I think it’s pretty mainstream to say that muscle tension is set by a control system, with the Golgi tendon organs giving feedback and the spinal cord doing the calculations. Powers goes further (and I don’t know how mainstream this next part is, but I’m guessing at least somewhat), saying that this is a first-tier control system, which is itself controlled by a second-tier “direction” control system centered in the nuclei of the brainstem, which is itself controlled by a third-tier “position” control system centered in the cerebellum/thalamus/midbrain (a friendly amendment might add the basal ganglia, which Powers doesn’t seem to know much about).


If you stimulate certain parts of a cat’s midbrain, it will go into specific positions – for example, a position like it’s ready to pounce. So it seems like those areas “code for” position. But in order to have a neuron/area/whatever that codes for position, it needs to have hierarchical control over lots of lower-level things. For example, it needs to make sure the leg muscles are however tense they’re supposed to be in a pouncing position. So the third-tier position control system controls the second-tier direction control system at whatever level is necessary to make the second-tier direction control system control the first-tier muscle control system at whatever level is necessary to get the muscles in the right position.


The fourth- and fifth-tier systems, now well into the cortex (and maybe basal ganglia again) deal with sequences, eg “walking” or “playing a certain tune on the piano”. Once again, activating a fourth/fifth-tier system will activate this higher-level concept (“walking”), which alters the reference levels for a third-tier system (“getting into a certain position”), which alters a second-tier system (“moving in a certain direction”), which alterns a first-tier system (“tensing/relaxing muscles”).


Why do I like this theory so much? First, it correctly notes that (almost) the only thing the brain can actually do is change muscle tension. Yet we never think in terms of muscle tension. We don’t think “I am going to tense my thigh muscle, now untense it, now tense my ankle muscle, now…”, we just think “I’m going to walk”. Heck, half the time we don’t even think that, we think “I’m just going to go to the fridge” and the walking happens automatically. On the other hand, if we really want, we can consciously change our position, the level of tension in a certain muscle, etc. It’s just that usually we deal in higher-level abstractions that automatically carry all the lower ones along with them.


Second, it explains the structure of the brain in a way I haven’t seen other things do. I always hear neuroscientists talk about “this nucleus relays signals to that nucleus” or “this structure is a way station for this other structure”. Spend too much time reading that kind of stuff, and you start to think of the brain as a giant relay race, where the medulla passes signals onto the thalamus which passes it to the basal ganglia which passes it to the frontal lobe and then, suddenly, thought! The obvious question there is “why do you have so many structures that just relay things to other structures?” Sometimes neuroscientists will say “Well, some processing gets done here”, or even better “Well, this system modulates that system”, but they’re always very vague on what exactly that means. Powers’ hierarchy of fifth-tier systems passing their calculations on to fourth-tier systems and so on is exactly the sort of thing that would make sense of all this relaying. My guess is every theory of neuroscience has something at least this smart, but I’d never heard it explained this well before.


Third, it’s the clearest explanation of tremors I’ve ever heard. Consider the thermostat above. When the temperature gets below 65, it turns on the heat until the temperature gets above 70, then stops, then waits as the hot air leaks out through the window or whatever and it’s 65 again, then turns on the heat again. If we chart temperature in a room with a thermostat, it will look sort of like a sine wave or zigzag with regular up/down motions. This is a basic principle of anything being controlled by a less-than-perfect control system. Our body has microtremors all the time, but when we get brain damage or some other problem, a very common symptom is noticeable tremors. These come in many different varieties that give clues to the level of brain damage and which doctors are just told to memorize. Powers actually explains them:



When first-order systems become unstable, as when muscles exert too much effort), clonus oscillations are seen, at roughly ten cycles per second. Second-order instability, as in the tremors of Parkinsonism, involves groups of muscles and is of lower frequency, around three cycles per second or so. Third-order instability is slower stilll, slow enough that it can be characterized as “purpose tremor” or “over-correction”. Certain cerebellar damage due to injury or disease can result in over- and under-shooting the mark during actions such as reaching out to grasp something, either in a continuous self-sustained oscillation or a slowly decrasing series of alternating movements.



This isn’t perfect – for example, Parkinsonian tremor is usually caused by damage to the basal ganglia and the cortex, which is really hard to square with Powers’ claim that it’s caused by damage to second-tier systems in the medulla. But after reading this, it’s really hard not to think of tremors as failures in control systems, or of the different types of tremor as failures in different levels of control system. For example, athetoid tremors are weird, seemingly purposeful, constant twisting movements caused by problems in the thalamus or some related system; after reading Powers, it’s impossible for me not to think of them as failures in third-order control systems. This becomes especially clear if we compare to Powers’ constant foil/nemesis, the Behaviorists. Stick to a stimulus-response paradigm, and there’s no reason damaged brains should make weird twisting movements all the time. On a control-systems paradigm, it’s obvious that that would happen.


There are occasional claims that perceptual control theory can predict certain things about muscles and coordination better than other theories, sometimes with absurdly high accuracy of like r = 0.9 or something. Powers makes some of these claims in the book, but I can’t check them because I don’t have the original data he worked with and I don’t know how to calculate cybernetic control system outputs. But the last time I saw someone bring up one of these supposed experiments it was thoroughly shot down by people who knew more statistics. And I found a blog post where somebody who knows a lot about intricacies of muscle movement says PCT can predict some things but not much better than competing theories. In terms of predicting very specific things about human muscular movement its record seems to be kind of so-so.


III

And I start to get very skeptical when Powers moves to higher-tier control systems. His sixth tier is “relationships”, seventh is “programs”, eighth is “principles”, and ninth is “systems”. Although these tiers receive just as many pages as the earlier ones, they start sounding very abstract and they correlate a lot less well with anatomy. I understand the urge to postulate them – if you’ve already decided that the fundamental unit of the brain is the control system, why not try to explain things with control systems all the way up? – but it becomes kind of a stretch. It’s easy to see what it means to control the distance between me and the car in front of me; it’s harder to see what it means to control for “communism” or “honesty” or things like that.


I think the way things are supposed to work is like this. A ninth-tier system controls a very abstract concept like “communism”. So suppose you are a communist; that means your internal communism-thermostat is set to maintain your communism at a high level. That propagates down to eighth-tier principles, which are slightly less abstract concepts like “greed”; maybe your ninth-tier communism-thermostat sets your eighth-tier greed thermostat to a very low temperature because communists aren’t supposed to be greedy. Your eighth-tier greed thermostat affects levels of seventh-tier logical programs like “going to work and earning money” and “giving to charity”. I’m not really sure how the sixth-tier fits into this example, but let’s suppose that your work is hammering things. Then the fifth-tier system moves your muscles in the right sequence to hammer things, and so on with all the lower tiers as above.


Sometimes these control systems come into contact with each other. For example, suppose that along with my ninth-tier system controlling “communism”, I also have a ninth-tier system controlling “family values”; I am both an avowed communist and a family man. My family values system thinks that it’s important that I earn enough to provide for my family, so while my communism-system is trying to input a low reference level for my greed-thermostat, my family-values-system is trying to input a high one. Powers gets into some really interesting examples of what happens in real industrial cybernetic systems when two opposing high-level control systems get in a fight, and thinks this is the source of all human neurosis and akrasia. I think he later wrote a self-help book based around this (hence the nominative determinism). I am not very convinced.


Am I strawmanning this picture? I’m not sure. I think one testable consequence of it is supposed to be that if we’re really controlling for communism, in the cybernetic control system sense, then we should be able to test for that. For example, hide Lenin’s pen and paper so that he can’t write communist pamphlets, and he should start doing some other communist thing more in order to make up for it and keep his level of communism constant. I think some perceptual control theory people believe this is literally true, and propose experimental tests (or at least thought experiment tests) of perceptual control theory along these lines. This seems sketchy to me, on the grounds that if Lenin didn’t start doing other stuff, we could just say that communism wasn’t truly what he was controlling.


That is, suppose I notice Lenin eating lots of chocolate every day. I theorize that he’s controlling for chocolate, and so if I disturb the control system by eg shutting down his local chocolate store, he’ll find a way to restore equilibrium, eg by walking further to a different store. But actually, when I shut down his local chocolate store, he just eats less chocolate. In reality, he was controlling his food intake (as we all do; that’s what an obesity set point is) and when he lost access to chocolate, maybe he ate cupcakes instead and did fine.


In the same way, maybe we only think Lenin is controlling for communism, but he’s actually controlling for social status, and being a communist revolutionary is a good way to gain social status. So if we make it too hard for him to be a communist revolutionary, eg by taking away his pen and paper, maybe he’ll become a rock star instead and end up with the same level of social status.


This sort of thing seems so universal that as far as I can tell it makes these ideas of higher-tier control systems unproveable and unfalsifiable.


If there’s any point to them at all, I think it’s the way they express the same interesting phenomenological truth as the muscle movement tiers: we switch effortlessly between concentrating on low-level concepts and high-level concepts that make the low-level ones automatic. For example, I think “driving” is a good example of Powers’ seventh tier, “programs” – it involves a predictable flowchart-like set of actions to achieve a simple goal. “The distance between me and the car in front of me” is a sixth-tier system, a “relationship”. When I’m driving (focusing on my seventh-tier system), I don’t consciously think at all about maintaining the right distance with the car in front of me. It just happens. This is really interesting in a philosophy of consciousness sense, and Powers actually gets into qualia a bit and says some things that seem a lot wiser and more moving-part-ful than most people on the subject.


It does seem like there’s something going on where my decision to drive activates a lot of carefully-trained subsystems that handle the rest of it automatically, and that there’s probably some neural correlate to it. But I don’t know whether control systems are the right way to think about this, and I definitely don’t know whether there’s a sense in which “communism” is a control system.


IV

There are also some sections about things like learning and memory, which looks suspiciously like flowcharts of control systems with boxes marked “LEARNING” and “MEMORY” in them.


But I realized halfway through that I was being too harsh. Perceptual control theory wasn’t quite a proposal for a new paradigm out of nowhere. It was a reaction to Behaviorism, which was still the dominant paradigm when Powers was writing. His “everything is a control system” is an attempt to improve on “everything is stimulus-response”, and it really does.


For example, his theory of learning involves reward and punishment, where reward is reducing the error in a control system and punishment is increasing it. That is, suppose that you’re controlling temperature, and it’s too hot out. A refreshing cool glass of water would be an effective reward (since it brings you closer to your temperature reference level), and setting your hand on fire would be an effective punishment (since it brings you further from your temperature reference level). Powers notes that this explains many things Behaviorism can’t. For example, they like to talk about how sugar water is a reward. But eventually rats get tired of sugar water and stop drinking it. So it seems that sugar water isn’t a reward per se; it’s more like reducing error in your how-much-sugar-water-should-I-have-and-did-I-already-have-the-right-amount system is the reward. If your optimal level of sugar water per day is 10 ml, then anything up to 10 ml will be a reward, and after that it will stop being attractive / start being a punishment.


As a “theory of learning”, this is sort of crappy, in that I was expecting stuff about Hebb and connectionism and how memories are stored in the brain. But if you’re living in an era where everybody thinks “The response to a stimulus is predictable through patterns of reward and punishment” is an A+++ Nobel-Prize-worthy learning theory, then perceptual control-based theories of learning start sounding pretty good.


So I guess it’s important to see this as a product of its times. And I don’t understand those times – why Behaviorism ever seemed attractive is a mystery to me, maybe requiring more backwards-reading than I can manage right now.


How useful is this book? I guess that depends on how metaphorical you want to be. Is the brain a control system? I don’t know. Are police a control system trying to control crime? Are police a “response” to the “stimulus” of crime? Is a stimulus-response pairing a control system controlling for the quantity of always making sure the stimulus has the response? I think it’s interesting and helpful to think of some psychological functions with these metaphors. But I’m not sure where to go from there. I think maybe there are some obvious parallels, maybe even parallels that bear fruit in empirical results, in lower level systems like motor control. Once you get to high-level systems like communism or social desirability, I’m not sure we’re doing much better than the police-as-control-system metaphor. Still, I think that it’s potentially a useful concept to have.

 



















Predictive Processing And Perceptual Control

September 6, 2017


Yesterday’s review of Surfing Uncertainty mentioned how predictive processing attributes movement to strong predictions about proprioceptive sensations. Because the brain tries to minimize predictive error, it moves the limbs into the positions needed to produce those sensations, fulfilling its own prophecy.


This was a really difficult concept for me to understand at first. But there were a couple of passages that helped me make an important connection. See if you start thinking the same thing I’m thinking:



To make [bodily] action come about, the motor plant behaves (Friston, Daunizeau, et al, 2010) in ways that cancel out proprioceptive prediction errors. This works because the proprioceptive prediction errors signal the difference between how the bodily plant is currently disposed and how it would be disposed were the desired actions being performed. Proprioceptive prediction error will yield (moment-by-moment) the projected proprioceptive inputs. In this way, predictions of the unfolding proprioceptive patterns that would be associated with the performance of some action actually bring that action about. This kind of scenario is neatly captured by Hawkins and Blakeslee (2004), who write that: “As strange as it sounds, when your own behavior is involved, your predictions not only precede sensation, they determine sensation.”



And:



PP thus implements the distinctive circular dynamics described by Cisek and Kalaska using a famous quote from the American pragmatist John Dewey. Dewey rejects the ‘passive’ model of stimuli evoking responses in favour of an active and circular model in which ‘the motor response determines the stimulus, just as truly as sensory stimulus determines movement’



Still not getting it? What about:



According to active inference, the agent moves body and sensors in ways that amount to actively seeking out the sensory consequences that their brains expect.



This is the model from Will Powers’ Behavior: The Control Of Perception.


Clark knows this. A few pages after all these quotes, he writes:



One signature of this kind of grip-based non-reconstructive dance is that it suggests a potent reversal of our ordinary way of thinking about the relations between perception and action. Instead of seeing perception as the control of action, it becomes fruitful to think of action as the control of perception [Powers 1973, Powers et al, 2011].



But I feel like this connection should be given more weight. Powers’ perceptual control theory presages predictive processing theory in a lot of ways. In particular, both share the idea of cogntitive “layers”, which act at various levels (light-intensity-detection vs. edge-detection vs. object-detection, or movements vs. positions-in-space vs. specific-muscle-actions vs. specific-muscle-fiber-tensions). Upper layers decide what stimuli they want lower levels to be perceiving, and lower layers arrange themselves in the way that produce those stimuli. PCT talks about “set points” for cybernetic systems, and PP talks about “predictions”, but they both seem to be groping at the same thing.


I was least convinced by the part of PCT which represented the uppermost layers of the brain as control systems controlling various quantities like “love” or “communism”, and which sometimes seemed to veer into self-parody. PP offers an alternative by describing those layers as making predictions (sometimes “active predictions” of the sort that guide behavior) and trying to minimize predictive error. This allows lower level systems to “control for” deviation from a specific plan, rather than just monitoring the amount of some scalar quantity.


My review of Behavior: The Control Of Perception ended by saying:



It does seem like there’s something going on where my decision to drive activates a lot of carefully-trained subsystems that handle the rest of it automatically, and that there’s probably some neural correlate to it. But I don’t know whether control systems are the right way to think about this… I think maybe there are some obvious parallels, maybe even parallels that bear fruit in empirical results, in lower level systems like motor control. Once you get to high-level systems like communism or social desirability, I’m not sure we’re doing much better than [strained control-related metaphors].



I think my instincts were right. PCT is a good model, but what’s good about it is that it approximates PP. It approximates PP best at the lower levels, and so is most useful there; its thoughts on the higher levels remain useful but start to diverge and so become less profound.


The Greek atomists like Epicurus have been totally superseded by modern atomic theory, but they still get a sort of “how did they do that?” award for using vague intuition and good instincts to cook up a scientific theory that couldn’t be proven or universally accepted until centuries later. If PP proves right, then Will Powers and PCT deserve a place in the pantheon besides them. There’s something kind of wasteful about this – we can’t properly acknowledge the cutting-edgeness of their contribution until it’s obsolete – but at the very least we can look through their other work and see if they’ve got even more smart ideas that might be ahead of their time.


(Along with his atomic theory, Epicurus gathered a bunch of philosophers and mathematicians into a small cult around him, who lived together in co-ed group houses preaching atheism and materialism and – as per the rumors – having orgies. If we’d just agreed he was right about everything from the start, we wouldn’t have had to laboriously reinvent his whole system.)
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